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Abstract. We give a polynomial version of Shmul’yan’s Test, characterizing the polynomials that strongly attain their norm as those at which the norm is Fréchet differentiable. We also characterize the Gateaux differentiability of the norm. Finally we study those properties for some classical Banach spaces.

1. Introduction. Throughout this paper $E$ will be a Banach space over $\mathbb{R}$, $E^*$ will denote the dual space, and $E^{**}$ the bidual. The unit sphere and the closed unit ball of $E$ will be denoted by $S_E$ and $B_E$ respectively. A continuous function $P : E \to \mathbb{R}$ is a $k$-homogeneous polynomial provided that there exists a $k$-linear form $\hat{P}$ on $E$ such that $P(x) = \hat{P}(x, \ldots, x)$; $\mathcal{P}(kE)$ will denote the space of all $k$-homogeneous continuous polynomials on $E$. We define the norm on $\mathcal{P}(kE)$ in the usual way:

$$||P|| = \sup \{|P(x)| : \|x\| \leq 1\}.$$ 

This norm satisfies

$$||P|| \leq ||\hat{P}|| \leq \frac{k^k}{k!}||P||$$

(see [12], [15], [17] or [18] for a general reference on infinite-dimensional polynomials).

The vector subspace generated by all the polynomials $f^k$ where $f \in E^*$ will be denoted by $\mathcal{P}_f(kE)$; we will refer to the polynomials belonging to $\mathcal{P}_f(kE)$ as finite type polynomials. The closure of $\mathcal{P}_f(kE)$ will be denoted by $\mathcal{P}_c(kE)$.

We denote by $\mathcal{P}_{wsc}(kE)$, respectively $\mathcal{P}_{wb}(kE)$, the space of all $P \in \mathcal{P}(kE)$ which are weakly sequentially continuous, respectively weakly continuous when restricted to bounded sets. We have

$$\mathcal{P}_c(kE) \subset \mathcal{P}_{wb}(kE) \subset \mathcal{P}_{wsc}(kE).$$
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Moreover, $\mathcal{P}_{wb}(kE) = \mathcal{P}_{wsc}(kE)$ if and only if $E$ does not contain $l_1$ (see [14]), while $\mathcal{P}_c(kE) = \mathcal{P}_{wb}(kE)$ provided that $E^*$ has the approximation property.

The Aron–Berner extension (see [4], [16]) provides us with a linear map

$$L : \mathcal{P}(kE) \to \mathcal{P}(kE^{**}), \quad L(P) = \tilde{P},$$

such that $\tilde{P} = P$ for every $P \in \mathcal{P}_f(kE)$, in the following sense:

$$L(f^k)(x^{**}) = x^{**}(f)^k.$$

In particular we have:

**Lemma 1.1.** If $P \in \mathcal{P}_f(kE)$, then $\tilde{P}$ is $w^*$-continuous.

The Aron–Berner extension is continuous, in fact $\|P\| = \|\tilde{P}\|$ (see [9]). From this it is easy to deduce the following

**Lemma 1.2.** If $P \in \mathcal{P}_c(kE)$, then $\tilde{P}$ is $w^*$-continuous on bounded sets.

**Proof.** We have $P = \lim_n P_n$ where $P_n \in \mathcal{P}_f(kE)$. By continuity of Aron–Berner extension, we have $\tilde{P} = \lim_n \tilde{P}_n$. ■

We will say that a polynomial $P \in \mathcal{P}(kE)$ attains its norm if there exists an $x_0 \in S_E$ such that $\|P\| = |P(x_0)|$. The Bishop–Phelps Theorem asserts that the set of all linear functionals which attain their norm is a dense subset of the dual space. As shown in [1] this is not a general fact for Banach spaces if $k > 1$. For positive results see [8]. A related, but not equivalent, problem is that of norm-attaining multilinear forms; see [5]. Sometimes polynomials “attain their norm” in the bidual.

**Proposition 1.3.** If $P \in \mathcal{P}_c(kE)$, then $\tilde{P}$ attains its norm at a point $x_0^{**} \in S_{E^{**}}$.

**Proof.** This follows from Lemma 1.2 and $w^*$-compactness of $B_{E^{**}}$. ■

In particular, if $E$ does not contain a copy of $l_1$ and $E^*$ has the approximation property, then the Aron–Berner extension of every weakly sequentially continuous polynomial attains its norm. This is not true in general, even for weakly sequentially continuous polynomials, as the following example proves for the Banach space $l_1$.

**Example.** We define $P \in \mathcal{P}(2l_1)$ by

$$P(x) = \sum_{n=1}^{\infty} (1 - 2^{-n}) e_n^*(x)^2.$$

Since $l_1$ is a Schur space, $P$ is weakly sequentially continuous. Moreover, $\|P\| = 1$ but $|P(x)| < 1$ for every $x \in S_{l_1}$, hence $P$ does not attain its norm.
The Aron–Berner extension is defined by

$$\tilde{P}(x^{**}) = \sum_{n=1}^{\infty} (1 - 2^{-n}) e_n^*(x^{**})^2$$

since if $A$ is the symmetric $k$-linear form associated to $P$, $x^{**}$ and $y^{**}$ two points in $B_{E^{**}}$, and $\{x_\alpha\}$ and $\{y_\beta\}$ two nets in $B_E$ converging to $x^{**}$ and $y^{**}$ respectively, then

$$\tilde{A}(x^{**}, y^{**}) = \lim_{\alpha} \lim_{\beta} A(x_\alpha, y_\beta) = \lim_{\alpha} \lim_{\beta} \sum_{n=1}^{\infty} (1 - 2^{-n}) e_n^*(x_\alpha) e_n^*(y_\beta) = \sum_{n=1}^{\infty} (1 - 2^{-n}) e_n^*(x^{**}) e_n^*(y^{**})$$

by the Lebesgue Dominated Convergence Theorem.

We may represent every $x^{**} \in l_1^{**}$ as $x + \tilde{x}$, where $x \in l_1$ and $\tilde{x}$ vanishes on $c_0$. Hence $e_n^*(x^{**}) = e_n^*(x)$, and $|P(x^{**})| = |P(x)| < \|P\| = \|	ilde{P}\|$ provided that $\|x^{**}\| \leq 1$, since $\|x\|_1 \leq \|x^{**}\|$. Therefore $\tilde{P}$ does not attain its norm.

The following easy corollary may be seen as a polynomial version of the James Theorem.

**Corollary 1.4.** A Banach space $E$ is reflexive if and only if every $P \in \mathcal{P}_c(\ell^1) \cap \mathcal{P}(kE)$ attains its norm.

In this paper we introduce a stronger way of attaining the norm, which will allow us to give characterizations in terms of the differentiability of the $\mathcal{P}(kE)$ norm.

**Definition 1.5.** We will say that a polynomial $P \in \mathcal{P}(kE)$ strongly attains its norm whenever there exists an $x_0 \in S_E$ such that every sequence $\{x_n\} \subset S_E$ satisfying $\|P\| = \lim_n |P(x_n)|$ has a subsequence that converges either to $x_0$ or to $-x_0$.

It is clear that if a polynomial $P$ attains its norm strongly, then so does $\lambda P$ for every nonzero $\lambda \in \mathbb{R}$. We will refer to the sequences such that $\lim_n |P(x_n)| = \|P\|$ as **approaching sequences**; it is easy to see that if $P$ strongly attains its norm then each approaching sequence either converges or may be split in two subsequences $\{x_n^+\}$ and $\{x_n^-\}$ converging to $x_0$ and $-x_0$ respectively.

Observe that if $k$ is even, then either every approaching sequence $\{x_n\}$ satisfies $\lim_n P(x_n) = \|P\|$, or every approaching sequence $\{x_n\}$ satisfies $\lim_n P(x_n) = -\|P\|$. On the other hand, if $k$ is odd and $\lim_n P(x_n) = \pm \|P\|$, then $\{x_n\}$ is convergent (either to $x_0$ or to $-x_0$).
2. Fréchet differentiability. We start with a definition that will be useful in the proof of the main theorem of this section.

**Definition 2.1.** We will say that a polynomial $P \in \mathcal{P}(kE)$ strongly approaches its norm whenever for any sequences $\{x_n\} \subset S_E$ and $\{y_n\} \subset S_E$ satisfying

$$\lim_{n} P(x_n) = s_x||P||, \quad \lim_{n} P(y_n) = s_y||P||, \quad s_x, s_y \in \{+1, -1\},$$

we have $\lim_n (s_xQ(x_n) - s_yQ(y_n)) = 0$ uniformly in $Q \in S_{\mathcal{P}(kE)}$.

As above, if a polynomial $P$ strongly approaches its norm, the polynomials $\lambda P$ have the same property for every nonzero $\lambda \in \mathbb{R}$.

Observe that if $k$ is even, then necessarily $s_x s_y = 1$ in the definition above. Otherwise $\lim_n (Q(x_n) + Q(y_n)) = 0$ uniformly in $Q \in S_{\mathcal{P}(kE)}$. In particular $\lim_n (x^*(x_n)^k + x^*(y_n)^k) = 0$ uniformly in $x^* \in S_{E^*}$ and, $k$ being even, $\lim_n x^*(x_n)^k = 0$ uniformly in $x^* \in S_{E^*}$, and hence $\lim_n \|x_n\| = 0$, which is not possible.

On the other hand, if $k$ is odd the definition reads: Given two sequences $\{x_n\}$ and $\{y_n\}$ in the unit sphere such that $\|P\| = \lim_n P(x_n) = \lim_n P(y_n)$, we necessarily have $\lim_n (Q(x_n) - Q(y_n)) = 0$ uniformly in $Q \in S_{\mathcal{P}(kE)}$.

As a matter of fact Definitions 1.5 and 2.1 are equivalent, but in order to prove this we need the following lemma.

**Lemma 2.2.** Let $E$ be a Banach space. Then for every $x, y \in E$ there exists a $g \in S_{E^*}$ such that $|g(x)^2 - g(y)^2| \geq \frac{1}{4}\|x + y\| \cdot \|x - y\|$.

**Proof.** It is equivalent to prove that for every $x, y \in S_E$ there exists a $g \in S_{E^*}$ such that $|g(x)g(y)| \geq 1/4$. This is an easy consequence of the following geometric result:

Consider two linearly independent points $A, B$ in the real plane, and the parallelogram $\text{co}\{A, -A, B, -B\}$. For every pair of points $C \in \overline{AB}$, $D \in \overline{A(-B)}$, at least two vertices of $\frac{1}{2}\text{co}\{A, B, -A, -B\}$ are contained in the parallelogram $\text{co}\{C, D, -C, -D\}$.

In order to prove the lemma we start with two points $x, y \in S_E$. Let $f_y, f_x \in S_{E^*}$ be such that $f_x(x) = 1$ and $f_y(y) = 1$. We are going to work in the two-dimensional space $X = E^* \cap \{(f_x, f_y)\}$; $B^*$ will denote its unit ball. Let $A, B, -A$ and $-B$ denote the four vertices of the parallelogram generated by the lines $x = 1, x = -1, y = 1, y = -1$. It is clear that $B^* \subset \text{co}\{A, B, -A, -B\}$. Denote $f_x$ by $C$, and $f_y$ by $D$. The parallelogram $\text{co}\{C, D, -C, -D\}$ is a subset of $B^*$ by convexity. The vertex $g$ of $\frac{1}{2}\text{co}\{A, B, -A, -B\}$ contained in $\text{co}\{C, D, -C, -D\} \subset B^*$ satisfies $g(x) = \pm 1/2$ and $g(y) = \pm 1/2$.

The geometric claim is easily checked if the parallelogram is a square, but this is enough because the claim is linearly invariant.
The constant 1/4 is sharp as the following easy example shows: \( E = l_1^2 \), \( x = (1, 0), y = (0, 1) \). For Hilbert spaces the constant is 1/2, as a matter of fact this characterizes Hilbert spaces (see [6]). On the other hand, it is clear that if \( E \) is a dual space, then we may choose the linear functional \( g \) in the predual, although we will have to change the constant 1/4 to 1/4 – \( \varepsilon \). (Check the constant for \( E = l_1, x = \sum_{n=1}^{\infty} 2^{-n} e_{2n} \) and \( y = \sum_{n=1}^{\infty} 2^{-n} e_{2n-1} \).)

We are now ready to prove the equivalence of both definitions.

**Proposition 2.3.** \( P \in \mathcal{P}(^kE) \) strongly attains its norm if and only if it strongly approaches its norm.

**Proof.** It is easy to see that if \( P \) attains its norm strongly, then it approaches it strongly. Indeed, suppose first that \( k \) is odd. If \( f(x_n) \), \( f(y_n) \) are sequences in the unit sphere such that \( \lim_n P(x_n) = k P_k \) and \( \lim_n P(y_n) = k P_k \), then both converge to the same \( x_0 \). Now, if \( kQ_k = 1 \), by the Mean Value Theorem, we have

\[
|Q(x_n) - Q(y_n)| \leq \frac{k^{k+1}}{k!} \|x_n - y_n\|
\]

since if \( \hat{Q} \) is the \( k \)-linear symmetric form associated to \( Q \), then \( \|\hat{Q}\| \leq k^k/k! \). The last term goes to 0, independently of \( Q \), and therefore the convergence is uniform in \( Q \in \mathcal{S}_{\mathcal{P}(^kE)} \).

If \( k \) is even, from the fact that \( P \) attains its norm strongly it follows that \( s_x s_y = 1 \). Define \( \alpha_n, \beta_n \in \{-1, 1\} \) to be such that \( \lim_n \alpha_n x_n = \lim_n \beta_n y_n = x_0 \). We have

\[
|s_x Q(x_n) - s_y Q(y_n)| = |Q(x_n) - Q(y_n)| = |Q(\alpha_n x_n) - Q(\beta_n y_n)| \\
\leq \frac{k^{k+1}}{k!} \|\alpha_n x_n - \beta_n y_n\|
\]

which goes to 0 uniformly in \( Q \in \mathcal{S}_{\mathcal{P}(^kE)} \).

Conversely, assume first that \( k \) is even. Take an approaching sequence \( \{x_n\} \). Considering \( -P \) instead of \( P \) if necessary, we may assume that \( \lim_n P(x_n) = \|P\| \). We are going to prove that \( \{x_n\} \) has a Cauchy subsequence. This is enough because if two subsequences \( \{y_n\}, \{z_n\} \) converge to \( y_0 \) and \( z_0 \) respectively, then \( P(y_0) = P(z_0) = \|P\| \) and consequently \( Q(y_0) = Q(z_0) \) for every \( Q \) such that \( \|Q\| = 1 \), which implies that either \( y_0 = z_0 \) or \( y_0 = -z_0 \).

Let \( D \) denote the range of the sequence \( \{x_n\} \); we may assume that it is infinite (otherwise there is a trivial Cauchy subsequence). Define \( A_n = \overline{B}(x_n, 1/2) \cup \overline{B}(-x_n, 1/2) \). If \( D \cap A_n \) is finite for every \( n \), we may define a subsequence in the following way:
\[ x_{n_1} = x_1, \quad A_{n_1} = A_1, \]
\[ x_{n_2} \not\in A_{n_1}, \quad n_2 > n_1, \]
\[ \ldots \ldots \]
\[ x_{n_r} \not\in A_{n_1} \cup \ldots \cup A_{n_{r-1}}, \quad n_r > n_{r-1}. \]

This sequence has the property that if \( j \neq i \), then \( \|x_{n_j} - x_{n_i}\| \) and \( \|x_{n_j} + x_{n_i}\| \) are greater than \( 1/2 \). If we now define \( x_r = x_{n_{2r-1}} \) and \( y_r = x_{n_{2r}} \), we see that \( \min\{\|x_r - y_r\|, \|x_r + y_r\|\} > 1/2 \) for every \( r \), and by the lemma above, for every \( r \) there exists a \( g_r \in S_{E^*} \) such that \( |g_r(x_r)^2 - g_r(y_r)^2| \geq 1/8 \), hence \( |g_r(x_r)^k - g_r(y_r)^k| \geq (1/8)^{k/2} \). Therefore \( \{Q(x_r) - Q(y_r)\} \) does not converge to \( 0 \) uniformly in \( S_{P(E)} \), which gives us a contradiction, because the sequences fulfill the conditions of Definition 2.1.

Therefore there exists an \( n_0 \) such that either \( D \cap \overline{B}(x_{n_0}, 1/2) \) or \( D \cap \overline{B}(-x_{n_0}, 1/2) \) is infinite. In either case there exists a subsequence of \( \{x_n\} \), still denoted by \( \{x_n\} \), such that \( \|x_n - x_m\| \leq 1 \) for all \( n, m \), and \( \|x_n + x_m\| \geq 1 \) since \( x_n, x_m \in S_E \). If \( x_n \) is not a Cauchy sequence, there exists a positive \( \varepsilon \) such that for every \( j \), there exist \( n_j, m_j \) with \( n_j > n_{j-1} \) and \( m_j > m_{j-1} \) such that \( \|x_{m_j} - x_{n_j}\| > \varepsilon \). Set \( y_j = x_{n_j} \) and \( z_j = x_{m_j} \). These sequences have the property that for every \( j \), \( \|y_j + z_j\| \geq 1 \) and \( \|y_j - z_j\| \geq \varepsilon \), hence, by the lemma again, we have a contradiction.

For \( k \) odd, it is again enough to prove that every approaching sequence \( \{x_n\} \) has a Cauchy subsequence. Passing to a subsequence if necessary, we may assume that \( \lim_n P(x_n) = \|P\| \). If \( \{x_n\} \) is not a Cauchy sequence, we may choose two subsequences \( \{y_{j}\} \) and \( \{z_{j}\} \), and a positive \( \varepsilon \), such that \( \|y_j - z_j\| > \varepsilon \) for every \( j \). Therefore for every \( j \) there exists a \( Q_j \in S_{P(E)} \), \( Q_j = (f_j)^k \) for a suitable \( f_j \in S_{E^*} \), such that \( |Q_j(y_j) - Q_j(z_j)| > 2(\varepsilon/2)^k \), and consequently \( P \) does not approach its norm strongly.

The following theorem is a sort of Shmul'yan's Test, and gives us a characterization of the polynomials that strongly attain their norm by means of the differentiability of the norm.

**Theorem 2.4.** \( P \in \mathcal{P}(E) \) strongly attains its norm if and only if \( \|\| : \mathcal{P}(E) \to \mathbb{R} \) is Fréchet differentiable at \( P \).

**Proof.** Suppose first that \( P \) strongly attains its norm, and assume, without loss of generality, that \( \|P\| = 1 \). If \( \|\| : \mathcal{P}(E) \to \mathbb{R} \) is not Fréchet differentiable at \( P \), then by the standard characterization of Fréchet differentiability for convex functions (see [10]), there exist an \( \varepsilon > 0 \) and a sequence \( \{Q_n\} \subset \mathcal{P}(E) \) converging to \( 0 \) (\( Q_n \neq 0 \)) such that

\[ \|P + Q_n\| + \|P - Q_n\| \geq 2 + \varepsilon\|Q_n\|. \]

Let \( x_n \in S_E \) be such that \( \|(P + Q_n)(x_n)\| \geq \|P + Q_n\| - \frac{1}{n}\|Q_n\| \). It follows
that
\[ 1 \geq |P(x_n)| = |(P + Q_n)(x_n) - Q_n(x_n)| \]
\[ \geq |(P + Q_n)(x_n)| - |Q_n(x_n)| \]
\[ \geq \|P + Q_n\| - \frac{1}{n}\|Q_n\| - |Q_n(x_n)|, \]
hence \(\lim_n |P(x_n)| = 1\). Similarly, if \(y_n \in S_E\) satisfies \(|(P - Q_n)(y_n)| \geq \|P - Q_n\| - \frac{1}{n}\|Q_n\|\), then \(\lim_n |P(y_n)| = 1\). Passing to a subsequence if necessary, we may assume that \(\lim_n P(x_n) = s_x\) and \(\lim_n P(y_n) = s_y\), with \(s_x, s_y \in \{+1, -1\}\). Hence
\[ s_x(P + Q_n)(x_n) \geq \|P + Q_n\| - \frac{1}{n}\|Q_n\|, \]
\[ s_y(P - Q_n)(y_n) \geq \|P - Q_n\| - \frac{1}{n}\|Q_n\|, \]
since \(\text{sign}[(P + Q_n)(x_n)] = s_x\) and \(\text{sign}[(P - Q_n)(y_n)] = s_y\) if \(n\) is large enough. Therefore
\[ s_x(P + Q_n)(x_n) + s_y(P - Q_n)(y_n) \]
\[ \geq \|P + Q_n\| + \|P - Q_n\| - \frac{2}{n}\|Q_n\| \geq 2 + \left(\varepsilon - \frac{2}{n}\right)\|Q_n\|, \]
and consequently
\[ s_xQ_n(x_n) - s_yQ_n(y_n) \geq \left(\varepsilon - \frac{2}{n}\right)\|Q_n\|, \]
which is impossible because \(\lim_n(s_xQ(x_n) - s_yQ(y_n)) = 0\) uniformly in \(Q \in S_P(k_E)\).

Conversely, once again we suppose, without loss of generality, that \(\|P\| = 1\). Take sequences \(\{x_n\}, \{y_n\}\) in the unit sphere of \(E\) such that \(\lim_n P(x_n) = s_x\) and \(\lim_n P(y_n) = s_y\) where \(s_x, s_y \in \{-1, +1\}\).

By Fréchet differentiability, for every \(\varepsilon > 0\) there exists a \(\delta > 0\) such that if \(\|Q\| < \delta\) then
\[ \|P + Q\| + \|P - Q\| \leq 2 + \varepsilon\|Q\| \]
and consequently
\[ |(P + Q)(x_n)| + |(P - Q)(y_n)| \leq 2 + \varepsilon\|Q\|. \]

If \(\delta\) is small enough, then \(|(P + Q)(x_n)| = s_x(P + Q)(x_n)\) and \(|(P - Q)(y_n)| = s_y(P - Q)(y_n)|\), hence
\[ s_xP(x_n) + s_yP(y_n) + (s_xQ(x_n) - s_yQ(y_n)) \]
\[ = s_x(P + Q)(x_n) + s_y(P - Q)(y_n) \leq 2 + \varepsilon\|Q\|. \]
From \( \lim_n (s_x P(x_n) + s_y P(y_n)) = 2 \), it follows that there exists \( n_0 \) such that if \( n > n_0 \) then \( 2 - (s_x P(x_n) + s_y P(y_n)) < \varepsilon \delta \), and consequently
\[
s_x Q(x_n) - s_y Q(y_n) \leq 2\varepsilon \delta \quad \forall n > n_0 \quad \forall Q \text{ with } \|Q\| < \delta,
\]
or equivalently \( \lim_n (s_x Q(x_n) - s_y Q(y_n)) = 0 \) uniformly on \( S_{\mathcal{P}(kE)} \). So \( P \) strongly approaches its norm and, by the proposition above, it attains it strongly. ■

**Corollary 2.5.** The set of all polynomials which strongly attain their norm is a \( G_\delta \) subset of \( \mathcal{P}(kE) \).

**Proof.** It is enough to observe that the set of points at which a convex function is Fréchet differentiable is always a \( G_\delta \) subset. See e.g. [10]. ■

Recall that a subset \( D \) of a Banach space \( E \) is **dentable** if for every positive \( \varepsilon \) there exists an \( x_\varepsilon \in D \) such that \( x_\varepsilon \not\in \text{co}(D - B(x_\varepsilon, \varepsilon)) \), and that a Banach space has the **Radon–Nikodym Property** (RNP) whenever every nonempty bounded set is dentable. In [8], it is proved that if a Banach space \( E \) has RNP, then the set of norm-attaining polynomials is dense. Here, modifying slightly their proof, and using the corollary above we have:

**Theorem 2.6.** If the Banach space \( E \) has the RNP, then the set of all polynomials which attain their norm strongly is a \( G_\delta \) dense subset of \( \mathcal{P}(kE) \).

**Proof.** We only have to prove that it is dense. Proceeding as in [8], we take a \( P \in \mathcal{P}(kE) \) with \( \|P\| = 1 \), and a positive \( \varepsilon \) such that \( \varepsilon < 1/3 \). Since \( E \) has the RNP, by [20, Theorem 14] there exists a \( g \in E^* \) with \( 0 < \|g\| < \varepsilon \) such that the function \( |P| + g : B_E \to \mathbb{R} \) strongly attains its maximum; that is, there exists an \( x_0 \in B_E \) such that
\[
|P(x_0)| + g(x_0) \geq |P(x)| + g(x) \quad \forall x \in B_E
\]
and moreover, if \( \lim_n (|P(x_n)| + g(x_n)) = |P(x_0)| + g(x_0) \) for a sequence in \( B_E \), then necessarily \( \lim_n \|x_n - x_0\| = 0 \). Observe that (1) is equivalent to
\[
|P(x_0)| + g(x_0) \geq |P(x)| + |g(x)| \quad \forall x \in B_E.
\]
It is easy to see that: \( g(x_0) \geq 0 \), by (2); \( |P(x_0)| > 0 \), since \( \|P\| = 1 \) and \( \|g\| < 1/3 \); and \( \|x_0\| = 1 \), since otherwise \( |P(x_0/\|x_0\|)| + g(x_0/\|x_0\|) > |P(x_0)| + g(x_0) \).

Let \( f \in S_{E^*} \) be such that \( f(x_0) = 1 \). Define \( Q \in \mathcal{P}(kE) \) by
\[
Q(x) = P(x) + g(x)f(x)^{k-1} \frac{P(x_0)}{|P(x_0)|}.
\]
We have \( \|P - Q\| \leq \|g\| < \varepsilon \), and
\[
|Q(x_0)| = |P(x_0)| + g(x_0) \geq |P(x)| + |g(x)| \quad \forall x \in B_E
\]
and hence \( |Q(x_0)| \geq |Q(x)| \) for every \( x \in B_E \).
On the other hand, if \( \lim_n |Q(x_n)| = |Q(x_0)| \), then
\[
\lim_n |P(x_n)| + |g(x_n)| = |Q(x_0)| = |P(x_0)| + g(x_0)
\]
and defining \( \varepsilon_n = \text{sign}[g(x_n)] \), we have
\[
\lim_n (|P(\varepsilon_n x_n)| + |g(\varepsilon_n x_n)|) = \lim_n (|P(x_n)| + |g(x_n)|) = |P(x_0)| + g(x_0),
\]
hence \( \lim_n \varepsilon_n x_n = x_0 \) and consequently \( Q \) strongly attains its norm. \( \blacksquare \)

In particular we see that the polynomials that strongly attain their norm form a second category set, provided that the Banach space has the RNP.

Observe also that if \( E \) is a finite-dimensional space, then a polynomial strongly attains its norm if and only if it attains its norm at two points only, and that these polynomials form a \( G_\delta \) dense subset of the space of all homogeneous polynomials.

In Section 4, we will see that many Banach spaces lack polynomials strongly attaining their norm. However, the following example shows that RNP is not necessary in order to have polynomials which attain their norm strongly.

**Example.** The Banach space \( E = l_2 \oplus c_0 \) does not have the RNP, since \( \{0\} \oplus B_{c_0} \) is not dentable. The polynomial \( P(x, y) = \sum_{n=1}^{\infty} n^{-1} e_n^*(x)^2 \) strongly attains its norm since \( \|P\| = 1 = P(e_1, 0) \) and if \( \lim_n P(x_n, y_n) = 1 \) with \( (x_n, y_n) \in S_E \), then necessarily \( \{y_n\} \) converges to 0, and \( \{x_n\} \) to \( e_1 \).

The following easy local result points out where a polynomial can attain its norm strongly.

**Proposition 2.7.** Suppose that \( P \) strongly attains its norm at a point \( x_0 \). If \( P \in P_{\text{wb}}(kE) \), then \( i : (B_E, w) \to (B_E, \| \|) \) is continuous at \( x_0 \); if \( P \in P_{\text{wsc}}(kE) \), then \( i : (B_E, w) \to (B_E, \| \|) \) is sequentially continuous at \( x_0 \).

If a linear functional strongly attains its norm at a point \( x_0 \), it is easy to see that \( x_0 \) is an extreme point. This result is no longer true in the homogeneous case if \( k > 1 \). Indeed, \( P : (\mathbb{R}^2, \| \|_\infty) \to \mathbb{R} \) defined by \( P(x, y) = 3x^2 - y^2 \) strongly attains its norm at \( (1, 0) \) and \( (-1, 0) \), but neither \( (1, 0) \) nor \( (-1, 0) \) are extreme points.

### 3. Gateaux differentiability

**Definition 3.1.** We will say that a polynomial \( P \in P(\text{k}E) \) polynomially approaches its norm whenever for any two sequences \( \{x_n\} \) and \( \{y_n\} \) in the unit sphere, satisfying \( \lim_n P(x_n) = s_x \|P\| \) and \( \lim_n P(y_n) = s_y \|P\| \), \( s_x, s_y \in \{-1, +1\} \), we have \( \lim_n (s_x Q(x_n) - s_y Q(y_n)) = 0 \) for every \( Q \in P(kE) \).
As in Definition 2.1, if \( k \) is even, then necessarily \( s_x s_y = 1 \), more precisely: if \( P \) polynomially approaches its norm, then there are no sequences in the unit sphere such that \( \lim_n P(x_n) = \|P\| \) and \( \lim_n P(y_n) = -\|P\| \). On the other hand, if \( k \) is odd, then \( P \in \mathcal{P}(kE) \) polynomially approaches its norm if and only if for any sequences \( \{x_n\} \) and \( \{y_n\} \) in the unit sphere, satisfying \( \lim_n P(x_n) = \|P\| = \lim_n P(y_n) \), we have \( \lim_n (Q(x_n) - Q(y_n)) = 0 \) for every \( Q \in \mathcal{P}(kE) \).

**Definition 3.2.** We will say that \( P \) **weakly approaches its norm** whenever there exists an \( x_0^{**} \in B_{E^{**}} \) such that every sequence \( \{x_n\} \subset S_E \) satisfying \( \lim_n |P(x_n)| = \|P\| \) has a subsequence which is weak star convergent either to \( x_0^{**} \) or to \( -x_0^{**} \).

As above, every approaching sequence either is weak star convergent or may be split in two subsequences \( \{x_n^+\} \) and \( \{x_n^-\} \) converging, in the weak star topology, to \( x_0^{**} \) and \( -x_0^{**} \) respectively.

Observe that if a polynomial attains its norm and approaches it weakly, then it attains its norm exactly at two points. The next proposition says us something more.

**Proposition 3.3.** If \( P \in \mathcal{P}(kE) \) weakly approaches its norm and \( \tilde{P} \) attains its norm at a point \( x_0^{**} \in S_{E^{**}} \), then every sequence \( \{x_n^{**}\} \subset B_{E^{**}} \) such that \( \lim_n |\tilde{P}(x_n^{**})| = \|\tilde{P}\| \) has a subsequence which is weak star convergent either to \( x_0^{**} \) or to \( -x_0^{**} \).

**Proof.** Suppose that there is a sequence \( \{z_n^{**}\} \subset B_{E^{**}} \) for which \( \lim_n \tilde{P}(z_n^{**}) = \|\tilde{P}\| \) and which has a weak star cluster point \( z_0^{**} \) such that \( z_0^{**} - x_0^{**} \neq 0 \) and \( z_0^{**} + x_0^{**} \neq 0 \). If \( z_0^{**} \) and \( x_0^{**} \) are linearly independent, we may choose an \( f \in S_{E^*} \) such that \( f(x_0^{**}) = 0 \) and \( f(z_0^{**}) = \alpha > 0 \). Now, if we define

\[
W = \{z^{**} \in E^{**} : |f(z^{**})| < \alpha/3\}
\]

we have \( W \cap (z_0^{**} + W) = \emptyset \), and since \( W \) and \( z_0^{**} + W \) are neighborhoods of \( x_0^{**} \) and \( z_0^{**} \) respectively, we may assume that for every \( n \), \( z_n^{**} \in z_0^{**} + W \), and \( x_n \in W \) where \( \{x_n\} \subset S_E \) is an approaching sequence drawn from the net provided by Davie–Gamelin’s Theorem (see [9, Theorem 1]). For every \( n \), we may choose a \( z_n \in B_E \cap (z_0^{**} + W) \) such that \( P(z_n) > \tilde{P}(z_n^{**}) - 1/n \) by [9] again. So, for every \( n \), we have

\[
|f(z_n)| > 2\alpha/3 > \alpha/3 > |f(x_n)|.
\]

These inequalities also hold if we normalize the sequence \( \{z_n\} \), hence we have two approaching sequences such that

\[
||f(z_n)| - |f(x_n)|| > \alpha/3
\]
and therefore $P$ does not approach its norm weakly. The same kind of argument works if $x_0^{**}$ and $z_0^{**}$ are linearly dependent. It is enough to choose an $f \in S_{E^*}$ such that $f(x_0^{**} - z_0^{**}) \neq 0$. ■

Following [7], we will say that a sequence $\{x_n\}$ is $(P_k)$-Cauchy provided that $\{Q(x_n)\}$ converges for every $Q \in \mathcal{P}(kE)$. If $\lim_n Q(x_n) = Q(x)$ for every $Q \in \mathcal{P}(kE)$, we will say that $\{x_n\}$ is $(P_k)$-convergent to $x$.

The next proposition follows immediately from the definitions.

**Proposition 3.4.** $P \in \mathcal{P}(kE)$ polynomially approaches its norm if and only if every sequence $\{x_n\} \subset S_E$ such that $\lim_n P(x_n) = \pm \|P\|$ is $(P_k)$-Cauchy.

Next we find the relationship between Definitions 3.1 and 3.2: as one could expect, to approach the norm polynomially is stronger than to do it weakly.

**Proposition 3.5.** If $P \in \mathcal{P}(kE)$ polynomially approaches its norm, then it approaches it weakly.

*Proof.* Let $\{x_n\}$ be an approaching sequence. First, we prove that $\{x_n\}$ has a weakly Cauchy subsequence, and consequently a weak star convergent subsequence. Passing to a subsequence we may assume that $\lim_n P(x_n) = \pm \|P\|$, hence $\{x_n\}$ is $(P_k)$-Cauchy.

We may assume that $\{x_n\}$ is not weakly null, hence there exists a subsequence, still denoted by $\{x_n\}$, and an $f \in S_{E^*}$ such that $\lim_n f(x_n) = \alpha > 0$. If $\{x_n\}$ is weakly Cauchy, then we are done; otherwise there exists a $g \in S_{E^*}$ such that $\lim_n g(x_n)$ does not exist. For the polynomial $Q = f^{k-1}g$, $\lim_n Q(x_n)$ does not exist, contradicting the fact that $\{x_n\}$ is $(P_k)$-Cauchy. Denote the limit of such a subsequence by $x_0^{**}$, $x_0^{**} \in B_{E^{**}}$.

In order to prove that $P$ weakly approaches its norm, we have to check that every approaching sequence $\{x_n\}$ has a subsequence converging, in the weak star topology, either to $x_0^{**}$ or to $-x_0^{**}$. As usual, we may assume that $\lim_n P(x_n) = \pm \|P\|$. Take a weak star cluster point $y_0^{**}$ different from $x_0^{**}$ and $-x_0^{**}$. If $x_0^{**}$ and $y_0^{**}$ are linearly dependent, suppose that $\|x_0^{**} - y_0^{**}\| \leq \|x_0^{**} + y_0^{**}\|$ and take an $f \in S_{E^*}$ such that

$$|f(x_0^{**} + y_0^{**})| \geq |f(x_0^{**} - y_0^{**})| > a$$

for some $a > 0$. Defining $W$ as $\{x^{**} \in X : |f(x^{**})| < a/3\}$, we have

$$|f(x^{**} + y^{**})| > a/3 \quad \text{and} \quad |f(x^{**} - y^{**})| > a/3$$

provided that $x^{**} \in x_0^{**} + W$ and $y^{**} \in y_0^{**} + W$. This gives $|f(x^{**})^k - f(y^{**})^k| > 2(a/6)^k$ if $k$ is odd, and $|f(x^{**})^k - f(y^{**})^k| > (a/3)^k$ if $k$ is even. Now, the fact that both $x_0^{**} + W$ and $y_0^{**} + W$ contain an infinite number of terms of the original sequence allows us to define two subsequences of $\{x_n\}$,
\{x_n\} and \{x_m\}, such that
\[ Q(x_n) - Q(x_m) > (a/3)^k 2^{1-k} \]
for \( Q = f^k \), which contradicts the fact that \( P \) polynomially approaches its norm.

On the other hand, if \( x^{**} \) and \( y^{**} \) are linearly independent, we may choose \( f \in S_{E^*} \) such that \( f(x_0^{**}) = 0 \) and \( f(y_0^{**}) \neq 0 \), and proceed as above. ■

However both definitions are not equivalent, as the following example shows.

**Example.** Define \( P \in \mathcal{P}(2l_2) \) by
\[ P(x) = \sum_{n=1}^{\infty} \left( 1 - \frac{1}{n+1} \right) e_n^*(x)^2. \]
We have \( 0 \leq P(x) < \|x\|^2 \), and \( P(x) = 0 \) if and only if \( x = 0 \). Moreover \( \|P\| = 1 \) since \( P(e_n) = 1 - 1/(n+1) \).

If \( \{x_n\} \subset S_E \) satisfies \( \lim_n P(x_n) = 1 \), then
\[ \lim_n \sum_{i=1}^{\infty} \frac{1}{i+1} e_i^*(x_n)^2 = 0, \]
hence \( \lim_n e_i^*(x_n) = 0 \) for every \( i \), and consequently \( \{x_n\} \) is weakly null. Therefore \( P \) weakly attains its norm.

On the other hand, if we define \( Q(x) = \sum_{n=1}^{\infty} e_{2n}^*(x^2) \), then \( \{Q(e_n)\} \) does not converge, and therefore \( P \) does not approach its norm polynomially.

The polynomial in the example above does not belong to \( \mathcal{P}_{wsc}(2l_2) = \mathcal{P}_{c}(2l_2) \). It also proves that in general the Aron–Berner extension of a polynomial does not attain its norm, even if the polynomial weakly approaches it.

We are looking for conditions on the Banach space which allow us to prove the converse of Proposition 3.5. Recall that a Banach space has the Dunford–Pettis Property (DPP) whenever given weakly null sequences, \( \{x_n\} \) and \( \{f_n\} \), in \( E \) and \( E^* \) respectively, then \( \lim_n f_n(x_n) = 0 \). \( C(K) \) and \( L^1(\mu) \) are examples of spaces that have the DPP.

If the Banach space \( E \) has the DPP, then \( \mathcal{P}_{wsc}(kE) = \mathcal{P}(kE) \) (see [19]). However, as the Banach space \( l_1 \) shows, in general it is not true that DPP implies \( \mathcal{P}_{c}(kE) = \mathcal{P}(kE) \). On the other hand there are Banach spaces, the Tsirelson space \( T^* \) for example, that do not have the DPP but satisfy \( \mathcal{P}_{c}(kE) = \mathcal{P}(kE) \) ([2]). We are going to use these properties in order to get the equivalence between approaching the norm polynomially and weakly.

**PROPOSITION 3.6.** If \( E \) either has the DPP or satisfies \( \mathcal{P}_{c}(kE) = \mathcal{P}(kE) \), then \( P \) approaches its norm polynomially if and only if it does weakly.
Norm-attaining polynomials

Proof. We prove only the even case. We start with two sequences \( \{x_n\} \) and \( \{y_n\} \) in the unit sphere such that
\[
\lim_n |P(x_n)| = \lim_n |P(y_n)| = \|P\|.
\]
We may split the sequences into \( \{x^+_n\} \) and \( \{y^+_n\} \) weak star convergent to \( x_0^* \), and \( \{x^-_n\} \) and \( \{y^-_n\} \) weak star convergent to \( -x_0^* \), since \( P \) approaches its norm weakly. Consequently, there exist \( \varepsilon_x, \varepsilon_y : \mathbb{N} \to \{-1, +1\} \) such that both \( \{\varepsilon_x(n)x_n\} \) and \( \{\varepsilon_y(n)y_n\} \) converge to \( x_0^* \). If \( E \) has the DPP, we consider the sequence \( \{z_n\} \) defined by
\[
z_{2n-1} = \varepsilon_x(n)x_n \quad \text{and} \quad z_{2n} = \varepsilon_y(n)y_n.
\]
It is weakly Cauchy, hence, by [19], \( \{Q(z_n)\} \) converges for every \( Q \in \mathcal{P}(kE) \), in particular \( \lim_n P(x_n) = \lim_n P(y_n) \), and consequently
\[
\lim_n (Q(x_n) - Q(y_n)) = \lim_n (Q(\varepsilon_x(n)x_n) - Q(\varepsilon_y(n)y_n)) = 0.
\]
On the other hand, if \( \mathcal{P}_c(kE) = \mathcal{P}(kE) \), then for every \( Q \in \mathcal{P}(kE) = \mathcal{P}_c(kE) \), from Lemma 1.2 we have
\[
\tilde{Q}(x_0^*) = \tilde{Q}(-x_0^*) = \lim_n Q(x_n) = \lim_n Q(y_n),
\]
in particular \( \lim_n P(x_n) = \lim_n P(y_n) \), hence \( \lim_n (Q(x_n) - Q(y_n)) = 0 \).

The following theorem is the analogue of Theorem 2.4 for Gateaux differentiability, and motivates the introduction of the concept of polynomial approach.

**Theorem 3.7.** \( P \in \mathcal{P}(kE) \) polynomially approaches its norm if and only if \( \|\| : \mathcal{P}(kE) \to \mathbb{R} \) is Gateaux differentiable at \( P \).

Proof. Assume that the norm is Gateaux differentiable at \( P \). We may assume that \( \|P\| = 1 \). Take two sequences as in Definition 3.1, and fix \( Q \in S_{\mathcal{P}(kE)} \). As the norm is Gateaux differentiable at \( P \), for every \( \varepsilon \) there exists a \( \delta \) such that if \( |t| < \delta \) then
\[
\|P + tQ\| + \|P - tQ\| \leq 2 + \varepsilon |t|,
\]
therefore
\[
|(P + tQ)(x_n)| + |(P - tQ)(y_n)| \leq 2 + \varepsilon |t|.
\]
If \( \delta \) is small enough we have
\[
|(P + tQ)(x_n)| = s_x(P + tQ)(x_n) \quad \text{and} \quad |(P - tQ)(y_n)| = s_y(P - tQ)(y_n),
\]
hence
\[
s_xP(x_n) + s_yP(y_n) + (s_xtQ(x_n) - s_ytQ(y_n)) = s_x(P + tQ)(x_n) + s_y(P - tQ)(y_n) \leq 2 + \varepsilon |t|.
\]
From \( \lim_n (s_x P(x_n) + s_y P(y_n)) = 2 \), it follows that there exists an \( n_0 \) such that if \( n > n_0 \) then \( 2 - (s_x P(x_n) + s_y P(y_n)) < \varepsilon \delta \), and consequently

\[
t(s_x Q(x_n) - s_y Q(y_n)) \leq 2\varepsilon \delta \quad \forall n > n_0 \quad \forall t \text{ with } |t| < \delta,
\]
or equivalently \( \lim_n (s_x Q(x_n) - s_y Q(y_n)) = 0 \). So \( P \) polynomially approaches its norm.

We omit the proof of the converse which is similar to that of Theorem 2.4 modified as above.

**Remark.** If we denote by \( G'(P) \) the Gateaux differential of the norm at \( P \), it is easy to see that

\[
(1) \quad G'(P)(Q) = \lim_{n} Q(x_n)
\]

where \( \{x_n\} \) is any sequence in the unit sphere such that \( \lim_n P(x_n) = \|P\| \). Indeed, observe first that \( G'(P) \) does not depend on the choice of \( \{x_n\} \) because of Proposition 3.4. On the other hand, if there is no such sequence (which is possible if \( k \) is even) it is enough to realize that \( G'(P) = -G'(-P) \).

Let us prove (1):

We have \( tQ(x_n) \leq \|P + tQ\| - P(x_n) \) since \( P(x_n) + tQ(x_n) \leq \|P + tQ\| \).

Hence

\[
Q(x_n) \leq \frac{\|P + tQ\| - P(x_n)}{t} \quad \text{and} \quad Q(x_n) \geq \frac{\|P + tQ\| - P(x_n)}{t}
\]

for \( t > 0 \) and \( t < 0 \) respectively. Passing to the limit we get

\[
\lim_{n} Q(x_n) \leq \frac{\|P + tQ\| - \|P\|}{t} \quad \text{and} \quad \lim_{n} Q(x_n) \geq \frac{\|P + tQ\| - \|P\|}{t},
\]

and therefore

\[
G'(P)(Q) = \lim_{t \to 0^-} \frac{\|P + tQ\| - \|P\|}{t} \leq \lim_{n} Q(x_n)
\]

\[
\leq \lim_{t \to 0^+} \frac{\|P + tQ\| - \|P\|}{t} = G'(P)(Q).
\]

The following corollaries are easy consequences of Theorem 3.7.

**Corollary 3.8.** If \( P \in \mathcal{P}(kE) \) attains its norm and \( \| \cdot \| : \mathcal{P}(kE) \to \mathbb{R} \) is Gateaux differentiable at \( P \), then it attains its norm exactly at two points.

The example below shows that the converse of this corollary is not true. Even approaching the norm weakly is not necessary in order to attain it only at two points.

**Example.** The polynomial \( P \in \mathcal{P}(kl_1) \) given by

\[
P(x) = e_1^*(x)^k + \sum_{n=2}^{\infty} \frac{n - 1}{n} e_n^*(x)^k
\]
attains its norm only at $\pm e_1$, but does not approach its norm weakly since
\[ \lim_n P(e_n) = \|P\| \text{ and } \{e_n\} \text{ does not converge weakly to } e_1. \]

**Corollary 3.9.** If $P \in \mathcal{P}(^k E)$ attains its norm at $x_0$ and $\|\cdot\| : \mathcal{P}(^k E) \to \mathbb{R}$ is Gateaux differentiable at $P$, then every sequence $\{x_n\}$ such that $\lim_n P(x_n) = \|P\|$ is $(\mathcal{P}_k)$-convergent to $\pm x_0$.

**Proof.** Suppose that $\|P\| = P(x_0)$. The sequence $\{z_n\}$ defined by $z_{2n} = x_n$ and $z_{2n+1} = x_0$ is $(\mathcal{P}_k)$-Cauchy, and consequently $\lim_n Q(x_n) = Q(x_0)$ for every $Q \in \mathcal{P}(^k E)$.

**Corollary 3.10.** Let $E$ be a Banach space with the property that every sequence $\{x_n\} \subseteq S_E$ weakly convergent to an $x_0 \in S_E$ is norm convergent. Let $P \in \mathcal{P}(^k E)$ attain its norm. Then the following are equivalent:

(i) The norm is Fréchet differentiable at $P$.

(ii) The norm is Gateaux differentiable at $P$.

(iii) $P$ approaches its norm weakly.

**Proof.** If $\|P\| = |P(x_0)|$, then every approaching sequence may be split in two subsequences weakly convergent to $x_0$ and $-x_0$ respectively, since $P$ approaches its norm weakly. Both sequences are norm convergent, and we get the result.

Schur spaces, such as $l_1$ and spaces whose norms have the Kadec–Klee property, satisfy the required condition. The norms of uniformly convex spaces, e.g. $L_p(\mu), 1 < p < \infty$, have the Kadec–Klee property.

Of course to attain the norm only at two points does not guarantee that it is strongly attained. The polynomial $P \in \mathcal{P}(^2 l_2)$ given by

\[ P(x) = e_1^*(x)^2 + \sum_{n=2}^{\infty} (1 - 1/n)e_n^*(x)^2 \]

satisfies $1 = \|P\| = P(e_1), |P(x)| < 1$ if $x \neq \pm e_1$, and $\lim_n P(e_n) = 1$.

The following example proves that, in general, it is not true that Fréchet and Gateaux differentiability are equivalent if $P$ attains its norm.

**Example.** $P \in \mathcal{P}(^2 c_0)$ defined by

\[ P(x) = e_1^*(x)^2 - \frac{1}{4} \sum_{n=2}^{\infty} \frac{1}{2^n} e_n^*(x)^2 \]

attains its norm at $\pm e_1$ (and only there). It approaches its norm weakly, and by Proposition 3.6 and Theorem 3.7, the norm is Gateaux differentiable at $P$. But $P$ does not attain its norm strongly since $\lim_n P(e_1 + e_n) = \|P\|$. 

However, we have the following local result. Recall that a point $x_0 \in S_E$ is a denting point if for every positive $\varepsilon$,

$$x_0 \notin \overline{co}(B_E - B(x_0, \varepsilon)).$$

**Proposition 3.11.** If $P \in \mathcal{P}(kE)$ attains its norm at a point at which the identity $i : (B_E, w) \to (B_E, \| \cdot \|)$ is sequentially continuous, in particular at a denting point, then the norm is Fréchet differentiable at $P$ if and only if $P$ approaches its norm weakly.

**Proof.** Let $x_0 \in S_E$ be a denting point such that $\|P\| = |P(x_0)|$. It is enough to observe that if a sequence $\{x_n\} \subset S_E$ is weakly convergent to $x_0$, then it is norm convergent, because otherwise, we may assume that there exists an $\varepsilon > 0$ such that $\{x_n\} \subset B_E - B(x_0, \varepsilon)$, and realizing that $x_0$ belongs to the weak closure of the range of $\{x_n\}$, we find that $x_0$ belongs to the weak closure of $\overline{co}(B_E - B(x_0, \varepsilon))$, that is, $x_0 \in \overline{co}(B_E - B(x_0, \varepsilon))$, which is a contradiction because $x_0$ is a denting point.

The fact that $\mathcal{P}(kE)$ is a separable space, for $k > 1$, is a very strong condition; in fact, as $E^*$ is a subspace of $\mathcal{P}(kE)$ for every $k$, it implies that $E^*$ is separable. However, the converse is not true. For example $\mathcal{P}(k_l_k)$, $k > 1$, contains $l_\infty$ as a subspace, hence it is not separable (see [13]). On the other hand, $\mathcal{P}(k_{c_0})$ is separable for every $k$, and it has a basis.

**Corollary 3.12.** If $\mathcal{P}(kE)$ is separable then the set of all polynomials which polynomially approach their norm is a $G_\delta$ dense subset of $\mathcal{P}(kE)$.

**Proof.** Observe that $\mathcal{P}(kE)$ is weakly Asplund and hence the norm is Gateaux differentiable in a $G_\delta$ dense set (see [10]).

**4. Some examples.** In this section we study the concepts introduced above for some classical Banach spaces. We start by considering the Banach space $(C(K), || \cdot ||_\infty)$ where $K$ is a Hausdorff compact space. It is well known that a bounded sequence $\{x_n\}$ converges weakly to $x_0$ if and only if it converges pointwise (see [11, p. 86]). From this we deduce the following result.

**Proposition 4.1.** Let $K$ be an infinite Hausdorff compact space. Then $|| \cdot || : \mathcal{P}(kC(K)) \to \mathbb{R}$ is nowhere Fréchet differentiable.

**Proof.** We claim that given $x_0 \in S_{C(K)}$ there exists a sequence $\{x_n\} \subset B_{C(K)}$ which is weakly convergent to $x_0$, but does not converge in norm. Every $P \in \mathcal{P}(kC(K))$ is weakly sequentially continuous since $C(K)$ has the DPP, hence it cannot attain its norm strongly at $x_0 \in S_{C(K)}$.

Now we prove the claim. Let $\{y_n\}$ be a sequence of continuous functions such that $y_n : K \to [0, 1/2]$, $\|y_n\|_\infty = y(t_n) = 1/2$ and $\{y_n\}$ converges pointwise to 0; such a sequence exists because $C(K)$ is not Schur. Define
z_n as x_0 - y_n if x_0(t_n) > 1/2, and as x_0 + y_n otherwise. The functions
x_n = \varphi \circ z_n, where \varphi(t) = t if |t| \leq 1 and 1 otherwise, fulfil the required
conditions. ■

We now consider the Banach space c_0. It is easy to see directly that
a P \in \mathcal{P}(k_{c_0}) never attains its norm strongly, since if P attains its norm
at x_0, then the sequence \{x_0 + (1 - e_n^*(x_0))e_n\} converges weakly to x_0, is
eventually contained in B_{c_0} and is not norm convergent to x_0. On the other
hand, \lim_n P(x_0 + (1 - e_n^*(x_0))e_n) = P(x_0).

We know also, by Proposition 1.3, that \tilde{P} attains its norm at a point
x^{**} \in B_{l_\infty} for every P \in \mathcal{P}(k_{c_0}). Moreover, by Proposition 3.6 and Theo-
rem 3.7, a polynomial P weakly approaches its norm if and only if the norm
is Gateaux differentiable at P. We may say something more.

PROPOSITION 4.2. The norm of \mathcal{P}(k_{c_0}) is Gateaux differentiable at P
if and only if \tilde{P} attains its norm at two points only.

Proof. We have to prove the “if” part only. If the norm is not Gateaux
differentiable, there are approaching sequences converging, in the weak star
topology, to points x_0^{**} \neq \pm y_0^{**}, since the weak topology is metrizable on
the unit ball. Hence \tilde{P} attains its norm at \pm x_0 and \pm y_0. ■

Now, by Corollary 3.12, the set of polynomials which approach weakly
its norm is a G_\delta dense subset of \mathcal{P}(k_{c_0}). In particular, all the polynomials
P but a first category subset have the property that \tilde{P} attains its norm
exactly at two points. Therefore the set of polynomials which attain their
norm at more than two points is a first category set. In fact, if we denote
by \mathcal{NAP}(k_{c_0}) the set of all norm attaining polynomials, then \mathcal{NAP}(k_{c_0}) is
a first category subset of \mathcal{P}(k_{c_0}), but before proving it we must introduce
some notation.

It is easy to see that if Q_n = (1/k!)d^{k-1}P(e_n), then

\begin{equation}
P(x) = \sum_{n=1}^{\infty} e_n^*(x)Q_n(x).
\end{equation}

LEMMA 4.3. Let x \in c_0 be such that \|P\| = P(x). Then Q_n(x) = 0 for
every n such that |e_n^*(x)| < 1.

Proof. Define \phi_n(t) = P(x + te_n) for such n’s. Then kQ_n(x) = \phi_n(0),
because
\[
\phi_n(t) = P(x) + \binom{k}{1}\tilde{P}(x, \ldots, x, e_n)t + \ldots +
\binom{k}{k-1}\tilde{P}(x, e_n, \ldots, e_n)t^{k-1} + P(e_n)t^k
\]
and \phi_n'(0) = 0 because x + te_n \in S_{c_0} if t is small enough. ■
Theorem 4.4. \( \mathcal{NAP}(^k c_0) \) is a first category subset of \( \mathcal{P}(^k c_0) \).

Proof. We define \( \mathcal{A}_N \) and \( \mathcal{B}_N \) as

\[
\mathcal{A}_N = \{ P : \exists x \in S_{c_0} \text{ such that } P(x) = \| P \| \text{ and } |e_n^*(x)| < 1 \forall n > N \},
\]

\[
\mathcal{B}_N = \{ P : \{ Q_j \}_j \text{ satisfies } \bigcap_{j > N} V(Q_j) \neq \{0\} \},
\]

where \( \tilde{Q}_j \) is the Aron–Berner extension to \( l_\infty \) of \( Q_j \), \( V(\tilde{Q}_j) \subset l_\infty \) is the set of zeros of \( \tilde{Q}_j \), and \( \{ Q_j \}_j \) is the associated sequence that we defined in (1). Clearly \( \mathcal{NAP}(^k c_0) = \bigcup_{N=1}^\infty (\mathcal{A}_N \cup (-\mathcal{A}_N)) \) and \( \mathcal{A}_N \subset \mathcal{B}_N \) because if \( \| P \| = P(x) \) then \( x \in V(Q_j) \) for every \( j > N \) by the lemma above.

Our goal is to prove that \( \mathcal{A}_N \) is nowhere dense for every positive integer \( N \). We start by proving that \( \overline{\mathcal{A}_N} \subset \mathcal{B}_N \).

Let \( \{ P_n \} \subset \mathcal{A}_N \) and \( P_n \stackrel{\|}{\rightarrow} P \). Observe first that if \( \{ Q_j^n \}_j \) and \( \{ Q_j \}_j \) are the sequences associated with \( P_n \) and \( P \) respectively by (1), then \( Q_j^n \stackrel{\|}{\rightarrow} Q_j \). Moreover the convergence is uniform with respect to \( j \), because

\[
|Q_j(y) - Q_j^n(y)| = |\tilde{P}(e_j, y, \ldots, y) - \tilde{P}_n(e_j, y, \ldots, y)| \leq \| \tilde{P} - \tilde{P}_n \| \cdot \| y \|^k - 1.
\]

In order to have \( P \in \mathcal{B}_N \) we need to check that \( \bigcap_{j > N} V(\tilde{Q}_j) \neq \{0\} \).

Choose \( x_n \in S_{c_0} \) such that \( P_n(x_n) = \| P_n \| \text{ and } |e_n^*(x_n)| < 1 \) for every \( j > N \). By Lemma 4.3 we have

\[
Q_j^n(x_n) = 0 \quad \forall j > N \forall n \in \mathbb{Z}^+.
\]

The sequence \( \{ x_n \} \) (strictly speaking, a subsequence) is \( w^* \)-convergent to \( x_0 \in B_{l_\infty} \) because \( \sigma(l_\infty, l_1) \) is metrizable on bounded sets. Now

\[
|\tilde{Q}_j(x_0) - Q_j^n(x_n)| \leq |\tilde{Q}_j(x_0) - Q_j(x_n)| + |Q_j(x_n) - Q_j^n(x_n)|
\]

and hence by the uniform convergence of \( \{ Q_j^n \} \) to \( Q_j \) and the \( w^* \)-continuity of \( \tilde{Q}_j \) on \( B_{l_\infty} \), we see that \( \tilde{Q}_j(x_0) = \lim_n Q_j^n(x_n) \) for all \( j \) and therefore \( x_n \in \bigcap_{j > N} V(\tilde{Q}_j) \). But \( x_0 \neq 0 \) unless \( P \equiv 0 \) because \( \| P \| = \lim_n \| P_n \| = \lim_n P_n(x_n) = \lim_n \tilde{P}_n(x_n) = \tilde{P}(x_0) \).

So \( P \) belongs to \( \mathcal{B}_N \) because the identically 0 polynomial also belongs to \( \mathcal{B}_N \).

The final step is to prove that \( \text{Int}(\mathcal{B}_N) = \emptyset \).

Given any ball \( B(P, \varepsilon) \subset \mathcal{P}(^k c_0) \), there exists an \( F \in B(P, \varepsilon/2) \) which only depends on a finite number of coordinates \( e_1^*(x), \ldots, e_n^*(x) \) (see [3]).

We may suppose that \( n > N \). Set

\[
G(x) = F(x) + \frac{\varepsilon}{2} \left( \frac{1}{2n+1} e_{n+1}(x)e_1^*(x))(e_n^*(x))(e_{n+1}(x))k-1 + \ldots + \frac{1}{2^n} e_n^*(x)(e_{n-1}(x))(e_{n+n}(x))k-1 + \ldots \right).
\]

Then \( G \in B(P, \varepsilon) \) because \( \| G - F \| \leq \varepsilon/2 \).
The \( \{Q_j\}_{j>n} \) corresponding to \( G \) are
\[
\varepsilon \left( \frac{1}{2^{n+j}} \cdot \frac{k-1}{k} \varepsilon_{n+j}(x) (e^*_j(x))^{k-2} + \frac{1}{2^j} \cdot \frac{1}{k} (e^*_{j-n}(x))^{k-1} \right).
\]
The functional \( \tilde{Q}_j : l_\infty \to \mathbb{R} \) is defined similarly and
\[
\bigcap_{j>N} V(\tilde{Q}_j) \subset \bigcap_{j>n} V(\tilde{Q}_j) = \{0\}.
\]
So \( G \notin \mathcal{B}_N \) and the proof is finished. \( \blacksquare \)

It is an open question whether this result depends on the degree \( k \) for any Banach space.

We now consider the Banach spaces \((L_1(\mu), \| \cdot \|_1)\). We know that if a polynomial attains its norm and approaches it weakly, then it attains the norm only at two points. For the Banach spaces \( L_1(\mu) \) we have a stronger result.

**Proposition 4.5.** If \( P \in \mathcal{P}(kL_1(\mu)) \) approaches its norm weakly, then \( P \) attains it only at two points.

**Proof.** It is enough to realize that every polynomial on \( L_1(\mu) \) is weakly sequentially continuous (since \( L_1(\mu) \) has the DPP), and that weakly Cauchy and weakly convergent sequences in \( L_1(\mu) \) coincide [11, p. 86]. \( \blacksquare \)

The converse of this proposition is not true: the example following Corollary 3.8 shows that there are polynomials in \( l_1 \) which attain their norm at two points only, but do not approach it weakly.

The Banach space \( l_1 \), having the RNP, has many polynomials which attain their norm strongly, but in fact to attain the norm strongly is not too “strong” in \( l_1 \). From Proposition 4.5 and Corollary 3.10 we have the following result.

**Proposition 4.6.** If \( P \in \mathcal{P}(k l_1) \), then the following are equivalent:

(i) The norm is Fréchet differentiable at \( P \).

(ii) The norm is Gateaux differentiable at \( P \).

(iii) \( P \) approaches its norm weakly.

Consider now the Banach space \( l_\infty \). From Proposition 4.1, we know that there are no polynomials on \( l_\infty \) attaining their norm strongly. Moreover, \( l_\infty \) being a bidual, the following result holds.

**Proposition 4.7.** \( \mathcal{P}(kE^{**}) = \mathcal{P}(kE) \oplus \mathcal{P}_0(kE^{**}) \), where \( \mathcal{P}_0(kE^{**}) \) is the subspace of all polynomials which vanish when restricted to \( E \).

**Proof.** It is enough to consider \( \pi : \mathcal{P}(kE^{**}) \to \mathcal{P}(kE^{**}) \) defined as \( \pi(Q) = L(Q|_E) \). Then \( \pi \) is linear, continuous \((\|\pi\| = 1)\), and \( \pi^2 = \pi \). Moreover \( \text{Ker} \, \pi = \mathcal{P}_0(kE^{**}) \), and \( \text{Im} \, \pi \approx \mathcal{P}(kE) \). \( \blacksquare \)
Therefore every $Q \in \mathcal{P}(l_{\infty})$ can be written as $R + T$, where $R = L(Q|_{c_0})$ and $T|_{c_0} = 0$. We have the following

**Corollary 4.8.** $Q$ is $w^*$-sequentially continuous if and only if $T = 0$.
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