Fast two-dimensional simultaneous phase unwrapping and low-pass filtering
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Abstract: Here, we present a fast algorithm for two-dimensional (2D) phase unwrapping which behaves as a recursive linear filter. This linear behavior allows us to easily find its frequency response and stability conditions. Previously, we published a robust to noise recursive 2D phase unwrapping system with smoothing capabilities. But our previous approach was rather heuristic in the sense that not general 2D theory was given. Here an improved and better understood version of our previous 2D recursive phase unwrapper is presented. In addition, a full characterization of it is shown in terms of its frequency response and stability. The objective here is to extend our previous unwrapping algorithm and give a more solid theoretical foundation to it.

© 2012 Optical Society of America

OCIS codes: (100.5088) Phase unwrapping; (100.2650) Fringe Analysis.
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1. Introduction

Phase unwrapping is a process that removes the modulus $2\pi$ discontinuities of wrapped phase maps. Itoh provided a simple analysis of the one-dimensional phase unwrapping algorithm and showed that the true phase can be recovered by line integration of its wrapping differences [1]. Most sequential unwrapping algorithms search the $2\pi$ discontinuities of the wrapped phase map in the spatial domain [2]. The simplest unwrapping system integrates the wrapped phase differences on a line by line basis. However, in noisy conditions, erroneous phase unwrapped values may propagate outside from high noise regions corrupting the rest of the unwrapped phase [3]. On the other hand, non-sequential unwrapping methods, such as the least squares method and its regularized version, behaves better on regions with high noise [4, 5]. However, the main drawback of least squares methods is that the unwrapped phase is obtained with a reduced dynamic range [6]. Branch cut methods are the most used phase unwrapping systems [4, 7, 8]. In a nutshell, branch cut methods is a two step process: firstly the wrapped phase inconsistencies are marked, and secondly it unwraps the phase avoiding those marked inconsistencies. Nevertheless, the problem of instability under high noise remains. That is because high noise make the marking of these phase inconsistencies very difficult.

Previously, we presented a robust to noise two-dimensional (2D) recursive phase unwrapping system and shown that it may also smoothes the unwrapped phase [9]. However, an important point that was not shown there, was its 2D frequency response, and stability. This omission was because we did not realize at that time that our system [9] may be perfectly studied and analyzed using standard 2D linear system theory [12]. Here, we continue that work showing a improved version of our previous 2D recursive unwrapping system. Our presentation is as follows: in the next sections we show how a modified 1D first order recursive linear filter can be transformed into a 1D phase unwrapper. Afterwards, this 1D design is generalized to a 2D recursive unwrapping system considering it as a linear 2D recursive filter. We follow presenting its stability analysis and frequency response in 2D. Finally, we show some unwrapping results using experimental data and we end by drawing some conclusions.

2. One-dimensional recursive filters for phase unwrapping

From our previous [9], let us consider the simplest 1D general form of a first order recursive linear filter [10, 11]:

$$\hat{\phi}(n) = (1 - \tau)\hat{\phi}(n-1) + \tau \phi(n) \quad (1)$$

where $\hat{\phi}(n)$ is the filters output at the current $n$-site, $\hat{\phi}(n-1)$ is the previous output (or estimate), and $\tau$ is a parameter that controls the cut-off frequency of the filter [10–12]. The frequency and impulse response of this linear low-pass filter are:

$$H(\omega) = \frac{\tau}{1 - (1 - \tau)e^{j\omega}}, \quad \text{and} \quad h(n) = \tau(1 - \tau)^n, \quad \text{for} \ n \geq 0. \quad (2)$$

This linear system is stable if its impulse response is absolutely summable. Thus, the system in Eq. (1) is stable only for $\tau \in (0, 2)$ [10,11]. To transform Eq. (1) as a phase unwrapping system, let us rewrite it as:

$$\hat{\phi}(n) = \hat{\phi}(n-1) + \tau[\phi(n) - \hat{\phi}(n-1)]. \quad (3)$$

Apart from $\tau$, and the previous estimation $\hat{\phi}(n-1)$ in the phase difference, Eq. (3) looks very similar to the following basic line unwrapping algorithm [2]:

$$\hat{\phi}(n) = \hat{\phi}(n-1) + W[\phi(n) - \phi(n-1)]. \quad (4)$$

where $\phi(n)$ is the input (wrapped phase) and $\hat{\phi}(n)$ the output (unwrapped phase). This important observation was firstly given in Ref. [9]. The operator $W[\cdot]$ is the wrapping modulus $2\pi$. 
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Fig. 1(c) presents 8. For these cases, the kernel is adapted as Fig. 1(a) presents a single previously unwrapped pixel, Fig. 1(b) presents 4 unwrapped pixels and Fig. 1(c) presents 8. Therefore, for our predictor \( \hat{\phi}(x, y) \), we propose the mean of the \( 3 \times 3 \) neighborhood of unwrapped-only pixels around pixel \((x, y)\), marked by the indicators \( s(m, n) \) as follows:

\[
\hat{\phi}_p(x, y) = \frac{1}{\|S\|_1} \sum_{m=-1}^{1} \sum_{n=-1}^{1} \hat{\phi}(x-m, y-n)s(m, n).
\]

This is a convolution of \( \hat{\phi}(x, y) \) with an adapting kernel \( S \) whose elements are \( s(m, n) \). The elements \( s(m, n) \) indicates with ones the unwrapped pixels and with zeros the wrapped ones. Finally, \( \|S\|_1 \) is the \( L^1 \) norm of \( S \); i.e. the sum of its elements. The kernel \( S \) is adapted for each visited pixel \((x, y)\) being unwrapped, as illustrated in Fig. 1. The Panels (a), (b) and (c) shows three possible neighborhood configurations found in a sequential scanning around \((x, y)\), Fig. 1(a) presents a single previously unwrapped pixel, Fig. 1(b) presents 4 unwrapped pixels and Fig. 1(c) presents 8. For these cases, the kernel is adapted as

\[
S = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}, \quad S = \begin{pmatrix}
1 & 1 & 1 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix} \quad \text{and} \quad S = \begin{pmatrix}
1 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 1 \\
\end{pmatrix},
\]

and their \( L^1 \) norm is \( \|S\|_1 = 1 \), \( \|S\|_1 = 4 \) and \( \|S\|_1 = 8 \), respectively.
Fig. 1. In (a), (b) and (c), it is shown three different neighborhoods that we can find following a sequential scanning strategy. In (d), (e) and (f), we show their 2D power spectrums of its frequency responses for $\tau = 0.13$. The pixel $(x, y)$ visited is at the center, and the power spectrums are shown between the range $(-\pi, \pi)$ in both frequency directions.

3.2. The corrector

The corrector must include previously unwrapped phase and new wrapped input to correct our estimated prediction. Besides, the corrector must remove the residues modulus $2\pi$ from phase differences as the 1D system in Eq. (5) does. Taking all these criteria into account, our 2D corrector is defined as:

$$\phi_c(x, y) = \sum_{m=-1}^{1} \sum_{n=-1}^{1} W[\phi(x-m, y-n) - \hat{\phi}(x, y)]\bar{s}(m, n),$$

(10)

where kernel $\bar{S}$ is the complement of $S$ whose elements are $\bar{s}(m, n)$, in such a way that $\|S\|_1 + \|\bar{S}\|_1 = 9$. Then, $\bar{s}(m, n)$ is the complement of $s(m, n)$.

4. System stability

The recursive filter shown in Eq. (7) is applied by setting an stable value for the parameter $\tau$, and visiting each pixel following a predefined scanning strategy. For any bounded input, an stable recursive filter must obtain a bounded output. For this analysis we consider the system’s corrector in Eq. (10) without the wrapping operator, as shown in Eq. (6). In 2D, one uses the stability Shanks stability theorem which says that a 2D recursive filter is stable if the denominator of its z-transform is non zero for $(z_x^{-1}, z_y^{-1}) \in \mathcal{U}^2$, where $\mathcal{U}^2$ is the unit bidisc defined as

$$\mathcal{U}^2 = \{(z_x^{-1}, z_y^{-1}) : |z_x^{-1}| \leq 1 \land |z_y^{-1}| \leq 1\}.$$  

(11)

Taking the z-transfer function of the linear system in Eq. (7) (which includes Eq. (8) and Eq. (10)) we obtain the following

$$H(z_x, z_y) = \frac{\tau \sum_{m=-1}^{1} \sum_{n=-1}^{1} \frac{m}{x} \frac{n}{y} \bar{s}(m, n)}{1 - (1 - \tau \|\bar{S}\|_1) \sum_{m=-1}^{1} \sum_{n=-1}^{1} \frac{m}{x} \frac{n}{y} s(m, n)}.$$  

(12)

From here, we can demonstrate that the denominator into the unit bidisc $\mathcal{U}^2$ is

$$1 - (1 - \tau \|\bar{S}\|_1) \sum_{m=-1}^{1} \sum_{n=-1}^{1} \frac{m}{x} \frac{n}{y} s(m, n) \geq (1 - |1 - \tau \|\bar{S}\|_1|).$$  

(13)
Then, the denominator of Eq. (12) is not zero only if \( |1 - \tau \|\bar{S}\|_1| < 1 \), giving the following stability condition for \( \tau \):

\[
\frac{2}{\|\bar{S}\|_1} > \tau > 0.
\]  

(14)

To guarantee that our 2D unwrapping system is stable in all neighborhood cases found in a sequential scanning, we choose our worst configuration case which is \( \|\bar{S}\|_1 = 8 \) (see Fig. 1(a)). Then, in this worst case scenario the stability range is \( \frac{1}{4} > \tau > 0 \).

5. Frequency response

In Eq. (12) we have shown the 2D \( z \)-transform of our recursive phase unwrapping system. Using the \( z \)-transform, the frequency response is obtained by substituting \( z_x = e^{iu} \) and \( z_y = e^{iv} \), being \( u \) and \( v \) the spatial frequencies along the \( x \) and \( y \) axis. Figure 1 shows three possible neighborhood cases found in a sequentially scanning strategy. As example, we are going to obtain the frequency response of the most probable case, which is the one shown in panel 1(b). For this case, its 2D frequency response is:

\[
H(u, v) = \frac{\tau(e^{iu} + e^{i(u+v)} + e^{iv} + e^{i(u-v)} + 1)}{1 - \frac{1}{4}(1 - 5\tau)(e^{-iu} + e^{-i(u+v)} + e^{-iv} + e^{i(v-u)})}.
\]

(15)

For illustration purposes, Figs. 1(d), 1(e) and 1(f), shows the 2D graphic of the power spectrum of the frequency response corresponding to each presented case. To obtain those graphics, first obtain its corresponding frequency response from its \( z \)-transform Eq. (12), using \( \tau = 0.13 \).

6. Test and results

We tested our recursive phase unwrapping system (Eq. (7)) with a wrapped phase obtained from the experimental interferogram of 512 \( \times \) 512 pixels shown in Fig. 2(a). To show the robust phase unwrapping capabilities of our system (Eq. (7)), we use a simple row by row scanning strategy. In contrast, branch-cut methods need to use complex 2D scanning to avoid noise generated phase inconsistencies [7,8]. We compare our results with the one of Flynn’s phase unwrapping method, which is a quite popular sequential branch cut unwrapping method and it is more stable than the Goldstein’s method (see Ref. [2, 7–9]). The result of this test is shown in Fig. 2. In Fig. 2(b), we show the unwrapped phase using our recursive phase unwrapping system, and Fig. 2(c) shows the unwrapped phase using the Flynn’s algorithm. We show the unwrapped phase surface in three dimensions and the re-wrapped phase projected under this surface for comparison purposes with the original data. Here we pass our phase unwrapping system using \( \tau = 0.013 \). As we can see in Fig. 2(c), our proposed 2D recursive phase unwrapping system obtains a cleaner unwrapped phase, whereas the Flynn’s unwrapped phase is fare more noised and damaged.

The computation load to unwrap a single pixel using our recursive system requires \( \|\bar{S}\|_1 + 9 \) arithmetic operations (without taking into account the operations needed by the wrapping modulus \( 2\pi \) operator). Therefore, for \( \|\bar{S}\|_1 = 1 \) (Fig. 1(c)) it requires 10 operations and for \( \|\bar{S}\|_1 = 8 \) (Fig. 1(a)) it requires 17 operations. However our most probable case (Fig. 1(b)) requires 14 operations. Thus, taking the most probable case as the average, to unwrap a phase map of \( n = M \times N \) pixels one needs an average of 14\( n \) operations. In this way, compared with the Flynn’s method (and the least-squares methods), our recursive phase unwrapping system is faster than the Flynn’s method, because the Flynn’s method requires far more operations to unwrap a 2D phase map, as you can see in Ref. [8]. The computational time taken for our recursive phase unwrapping system was 0.01 seconds, while the computational time taken by the Flynn’s algorithm was 4.48 seconds. Both algorithms were programmed in C -language and compiled in a 64bit CPU.
Fig. 2. In (a) we have the experimental wrapped phase used as input for the phase unwrapping systems, in (b) shows the recovery phase using the Flynn’s phase unwrapping method (c) shows the recovery unwrapped phase using our proposed phase unwrapping recursive system.

7. Conclusions and commentaries

We have shown a robust to noise, two-dimensional simultaneous phase unwrapping and low-pass filtering system. It means that the presented recursive system unwraps and smoothes the phase map in the same process. Actually, this is a 2D Infinite Impulse Response (IIR) linear system. This is a very fast phase unwrapping system; its computational time for a $512 \times 512$ phase map was 0.01 seconds. The presented phase unwrapping system is able to recover the unwrapped phase following a simple row by row scanning strategy with no previous labeling of phase inconsistencies as needed with the branch cut methods.

This work extends our previous method [9] by showing the 2D stability and frequency analysis of a new recursive phase unwrapping system. This frequency and stability analysis were not given before; this is the first time that a 2D phase unwrapping system is synthesized and gauged using frequency and stability criteria from linear systems theory. The 2D recursive unwrapping system shown here, is a substantial improvement of our previous 2D recursive system [9], because in our new case we conceptually decompose the 2D recursive filter [9] into a sum of a predictor and a corrector. This decomposition substantially improves the understanding of the inner workings of our new recursive phase unwrapping estimator. Finally our new 2D recursive phase unwrapping system demonstrates how such a system may be regarded, analyzed and gauged as a linear Infinite Impulse Response (IIR) filter.

Because some phase differences in Eq. (10) are taken at a distance of 2 pixels, our system is theoretically limited to spatial frequencies lower than $\pi/2$ radians. However, in practice our recursive phase unwrapping system has not this limit due to the recursive inertia of the previously unwrapped pixels already processed.