Phase shift of amplitude-modulated optical signals in graphene oxide water dispersions due to thermal lens focal length oscillation
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1. Introduction

Graphene oxide (GO) can be synthesized by chemical oxidation of graphite [1]. The graphene-derived sheets in graphite oxide (graphene oxide flakes) present oxygen-containing functional groups that renders GO a good candidate among materials with tunable optical properties through chemical functionalization [2]. The presence of these functional groups makes GO sheets strongly hydrophilic and dispersible in water [3–5]. This particular feature has increasingly attracted the interest of researchers on applications of GO in optoelectronics and biomedicine (see review by Loh et al. [2]).
GO dispersions exhibit broadband nonlinear optical properties in the nanosecond, picosecond, and femtosecond time regimes [6–13]. A saturable absorption behavior was found in GO aqueous dispersions under 16 GW/cm², 80 fs laser pulses at 790 nm [6]. GO N,N-dimethylformamide (DMF) dispersions also showed a saturable absorption behavior under 2.1 GW/cm², 35 ps pulses at 532 nm; while at higher intensities (> 4.5 GW/cm²), two photon absorption was found to dominate the nonlinear absorption [7]. In the nanosecond regime, excited state absorption contributed to the nonlinear absorption with a saturation intensity of 0.12 GW/cm² [7].

GO nanosheets dispersions in organic-solvents and water under visible and infrared nanosecond and picosecond laser pulses exhibit strong optical limiting (OL) performance [8–10]. OL is a nonlinear optical process in which the transmittance of a material decreases as the input light intensity increases, and it can be used to fabricate devices for protecting eyes and sensors from powerful laser beams. In graphene nanosheets organic dispersions under nanosecond laser pulses, the responsible mechanism for OL is nonlinear scattering from vapor bubbles forming around the graphene flakes, and the surface tension of the solvents determines the effectiveness of the OL effect [8]. It was also found that the OL response is stronger under visible than under infrared nanosecond laser pulses [8,9] and that the reduced graphene nanosheets exhibit enhanced OL behavior compared to their GO precursors [9]. An improvement of the OL performance of graphene oxide dispersions has been achieved by linking the graphene nanosheets with nonlinear optical molecules [11].

In previously mentioned works the nonlinear behavior arises at intensities in the order of GW/cm². On the contrary, at low input intensities and continuous-wave operation different non-linear mechanisms can become evident. For example, spatial self-phase modulation was reported in graphene sheets organic dispersions due to a huge broadband third-order optical nonlinearity [12]. In the quasicontinuous regime, Li et al. [14] reported negative time delays for amplitude-modulated beams propagating through single-layer GO aqueous dispersions under visible illumination. The authors attributed the time delays to the GO dispersion reversible saturable absorption. However, in the quasicontinuous regime or for long duty cycle operation, heating can significantly change the local medium density and thermal effects become relevant. In fact, transient thermal effects have been observed in DMF GO dispersions by Zhang et al. [13], even up to the nanosecond regime.

In this work we focus our attention on the propagation of a low-frequency amplitude-modulated infrared laser beam through GO aqueous dispersions. We analyze the thermally induced time delay between the signal propagated through the GO dispersion and the signal propagating through a deionized water sample. We used a fiber-to-fiber U-bench setup to study the time delay and its dependence with GO concentration, optical input power and modulation frequency. Transmittance measurements show an OL behavior, which agrees with
the negative phase delays measured. Our simple theoretical model includes beam propagation and thermal lens effects, and reproduces our experimental findings, which suggests that thermally induced nonlinear refraction in the GO dispersion is the main responsible for the measured phase shifts.

2. Experimental setup

![Experimental setup diagram]

Fig. 1. (a) Experimental setup. C, cuvette containing the graphene oxide dispersion. DFB LD, distributed feedback laser diode at 977 nm. LD TEC, laser diode temperature and current controller. FG, function generator. OC, digital oscilloscope. PD1, reference photodetector. PD2, photodetector for the GO signal. L1, collimating lens. L2, focusing lens. Green lines, single mode optical fibers. (b) Cuvette containing an aqueous dispersion of GO sheets with a concentration of 0.25 mg/mL. (c) Time evolution of the experimental reference signal (red line) and the signal propagated through the GO dispersion and the U-bench (black line) for a 0.5 mg/mL graphene oxide water dispersion, a laser input power of $P_0 = 28.5$ mW, and a modulation frequency of $f_m = 1.71$ Hz.

A 4 mg/mL GO water dispersion was supplied by Graphenea (Spain). The dispersion exhibited long-term stability. According to the manufacturer, the dispersion is made of sheets with dimensions ranging from a few hundred nanometers to a few micrometers (TEM, not...
shown), the monolayer content is greater than 95%, and it has a considerable degree of oxidation from C-O epoxy/ether functional groups (C1s XPS, not shown), and a C:O ratio of 1.4:1. For our experiments we diluted the commercial dispersion to concentrations from 0.25 to 1 mg/mL.

To study the time delay induced in an amplitude-modulated laser beam propagating through the GO water dispersion we used the fiber-based experimental setup depicted in Fig. 1(a). A quartz cuvette (Hellma, 100-QS) with a 10 mm path length (see Fig. 1(b)) was placed in the center of a fiber-to-fiber U-bench (Thorlabs, FBC-1550-APC). The U-bench had a free-space length of 59.8 mm, and two glued AR-coated aspheric lenses for light collimation and coupling. According to the manufacturer, the typical collimated beam diameter is 3.1 mm (at 1550 nm).

The laser beam comes from a pigtailed laser diode (Thorlabs, PL975P200) operating at 977 nm. The laser was held at room temperature using a current and temperature feedback control module (Thorlabs, ITC510). The light beam was split into two. One percent of the beam (1%) was launched directly into a switchable-gain amplified InGaAs photodetector (Thorlabs, PDA10CS-EC), which was used as reference (PD1 in Fig. 1(a)). The other part of the beam (99%) was launched onto the GO dispersion under study and then to an identical photodetector (PD2 in Fig. 1(a)). We recorded two signals in a digital oscilloscope (Agilent, DSO9104A), the reference signal and the signal interacting with the graphene oxide dispersion. The two recorded signals were averaged over 16 or 64 oscilloscope traces using a synchronous output signal from a function generator as a trigger.

The injection current to the laser beam was sinusoidally modulated using a function generator (Agilent, 33220A). As a result, the laser power was modulated according to $P = P_0 + P_m \cos(2\pi f_m t)$, where $P_0$ is the average power, $P_m$ is the modulation amplitude, and $f_m$ is the modulation frequency. We used a modulation amplitude ratio of $P_m/P_0 = 0.15$ in all the experiments reported in this work. As an example, in Fig. 1(c) we plot the time evolution of both, the reference signal (red line) and the GO signal (black line), for a 0.5 mg/mL GO water dispersion, a laser input power of $P_0 = 28.5$ mW, and a modulation frequency of $f_m = 1.71$ Hz. Here the GO signal has a negative phase shift relative to the reference.

In order to obtain the phase shift between both signals we perform the correlation between them by using a deionized water cuvette to set the zero phase shift of our system. For comparison purposes, we also measure the input-output laser power curve using a continuous-wave laser beam, and a power meter (Thorlabs, PM122).
3. Experimental results

3.A. Phase shift results

We analyzed the phase shift of the amplitude-modulated laser beam propagating through the GO water dispersion relative to the reference as a function of the modulation frequency and the GO concentration.

We measured the phase shift for modulation frequencies $f_m$ from 0.5 to 500 Hz in a 0.5 mg/mL GO aqueous dispersion. Figure 2 shows the experimental results for different input powers: $P_0 = 2.5$ mW (squares), $P_0 = 18.4$ mW (circles), and $P_0 = 28.5$ mW (triangles). The phase shift becomes large enough to be measured at modulation frequencies smaller than 1 kHz, which implies the characteristic time of the phenomenon underlying these phase delays is in the order of the milliseconds to tenths of a second. The maximum phase shift is power dependent; it changes sign with input power and occurs at a modulation frequency between 1 and 10 Hz. For an input power of $P_0 = 2.5$ mW, phase delays are positive, whereas higher input powers lead to negative phase delays, for all the modulation frequencies within our experimental range. For an input power of $P_0 = 28.5$ mW, the maximum phase shift is -0.3
Fig. 3. Experimental (symbols) and theoretical (lines) phase delay versus modulation frequency for a laser input power of 18.4 mW and different GO concentrations: 0.25 mg/mL (squares), 0.5 mg/mL (circles), and 1 mg/mL (triangles). Simulated curves with a fixed value of the thermal conductivity $\kappa$ (solid lines), and changing the value of $\kappa$ according to the volume fraction of GO sheets (dashed lines).

rad at a modulation frequency of approximately 2 Hz. The sign change of the phase shift with input power can be clearly seen in Fig. 2 inset where we plotted the phase shift versus the input power for a modulation frequency $f_m = 3.64$ Hz. These results indicate that the GO dispersion can be used to control the phase of the amplitude-modulated beam.

We also studied the phase shift dependence with GO concentration. In Fig. 3 we plot this magnitude as a function of the modulation frequency $f_m$ for an input power $P_0 = 18.4$ mW and GO concentrations of: 0.25 mg/mL (squares), 0.5 mg/mL (circles), and 1 mg/mL (triangles). We observe an overall enhancement of the phase shift as the GO concentration increases.

3.B. Transmittance measurements

To investigate the mechanisms underlying the phase shift induced by the GO dispersion, first we studied the GO transmittance for a continuous-wave laser beam. We measured the input power at the cuvette entrance and the output power at the end of the U-bench output optical fiber. Figure 4(a) shows the output-input power curves for 0.25 mg/mL, 0.5 mg/mL,
Fig. 4. Experimental (symbols) output-input power curves for different GO concentrations: 0.25 mg/mL (squares), 0.5 mg/mL (circles), and 1 mg/mL (triangles). (a) Output power measured at the output optical fiber of the U-bench. Theoretical curves (solid lines). (b) Output power measured at the output of the cuvette (before the beam enters L2). The dotted lines are linear fits to the experimental data and the corresponding slopes are also indicated in panel (b).

and 1 mg/mL GO dispersions. We see that the overall transmission decreases as the input power increases. That is, a strong OL performance is obtained. The OL threshold, defined as the input power at which the transmittance falls to the 50% of the value at very low powers, is around 45 mW.

To gain a deeper insight into the origin of the phase delay and the OL behavior in our particular case we examine our experimental system in detail. The U-bench has two optical lenses of fixed focal length: lens L1 collimates the light coming from the input fiber into the cuvette, and lens L2 focuses the beam coming from the cuvette onto the output fiber. Thus, the output power shown in Fig. 4(a) is measured after the beam is transmitted through the GO dispersion, L2, and the U-bench output optical fiber. In order to isolate the role played by the GO dispersion in the OL behavior we measured the power of the beam coming out of the cuvette, before it enters L2. These results are shown in Fig. 4(b). A linear response is obtained in the whole input power range which reveals a linear absorption regime occurs in the aqueous GO dispersions. This is an expected result if we consider that the intensities used in our
experiments are below 1 W/cm$^2$ (a 1.55 mm beam radius with 50 mW power corresponds to an intensity of 0.66 W/cm$^2$). This value is much lower than the typical nonlinear absorption intensities used in studies of OL by GO nanostructures under ns pulses, which is in the order of MW/cm$^2$ [9]. Using the linear fit slope of Fig. 4(b) and taking into account the transmittance of the cuvette ($T_{\text{cuvette}} \simeq 0.93$), we obtained an effective linear absorption coefficient of the GO samples of $\alpha_{\text{eff}} = 0.92$ cm$^{-1}$ (0.25 mg/mL), $\alpha_{\text{eff}} = 1.77$ cm$^{-1}$ (0.5 mg/mL), and $\alpha_{\text{eff}} = 2.52$ cm$^{-1}$ (1 mg/mL). These values are in agreement with values found in other works [16]. This result rules out the possibility that nonlinear absorption takes place in the sample. In our case, the phase shift observed in our sub-W/cm$^2$, 977 nm amplitude modulated laser beam can be attributed neither to reversible saturable absorption nor to free-carrier absorption [8, 14, 17, 18]. In fact, the phase shift induced by reversible saturable absorption [14, 19, 20] or by free carrier absorption [21] for amplitude-modulated signals can be estimated as:

$$\phi \simeq -\alpha_0 L \frac{I_0}{I_{\text{sat}}} \frac{2\pi f_m \tau_c}{1 + (2\pi f_m \tau_c)^2}.$$  \hspace{1cm} (1)

Here $\alpha_0$ is the effective linear absorption coefficient, and $L$ is the sample length. In our case, the optical density is around unity, i.e. $\alpha_0 L \simeq 1$. The laser intensity $I_0$ is normalized to the saturation intensity $I_{\text{sat}} = \hbar \omega_0 / (\tau_c \sigma_c)$, where $\hbar \omega_0$ is the photon energy ($2 \times 10^{-19}$ J for 977 nm light beam), and $\tau_c$ is the free carrier relaxation time, which ranges from a few picoseconds for GO aqueous dispersions [6] to a hundred of picoseconds for GO thin films [21]. The free carrier absorption cross-section $\sigma_c$ for GO thin films is in the range of $10^{-13}$ to $10^{-14}$ cm$^2$ [21]. Within our experimental conditions, the phase shifts we observed cannot be induced by reversible saturation absorption for two reasons. First, our laser beam intensity ($< 1$ W/cm$^2$) is much lower than the saturation intensity ($I_{\text{sat}} \simeq 0.1$ MW/cm$^2$), so that $I_0/I_{\text{sat}} \simeq 10^{-5}$. Second, and more importantly, the free carrier relaxation time is much shorter than the modulation period in our experiments, i.e. $f_m \ll 1/(2\pi \tau_c) \simeq \text{GHz}$. With the typical modulation frequencies used in our experiments ($f_m \simeq 10$ Hz), the Lorentzian function in Eq. (1) takes a very low value, i.e. $2\pi f_m \tau_c / (1 + (2\pi f_m \tau_c)^2) \simeq 6 \times 10^{-9}$. Based on these results, we conclude that time delays due to saturable absorption would be only measurable for modulation frequencies in the GHz range.

4. The effect of the induced thermal lens

To explain the phase shifts observed in our system we focus our attention on the thermal lensing phenomenon. The thermal lens effect depends on the thermo-physical properties of the sample [22], and it has been used in many different applications [23–25]. When the aqueous GO dispersion is excited by the laser beam a temperature gradient between the center
of the beam and the bulk is induced, which causes a transverse gradient of the refractive index. Therefore, a thermal lens is induced in the aqueous GO dispersion. This effect can be described by assuming that the index of refraction $n$ varies with temperature according to

$$n = n_0 - \frac{dn}{dT} \Delta T,$$

where $n_0$ is the refractive index at the initial temperature, $dn/dT$ is the thermo-optic coefficient, and $\Delta T$ is the temperature change induced in the sample by the laser beam. $\Delta T$ is a function of time $t$ and the transverse distance $r$ in the plane perpendicular to the laser propagation direction (measured from the optical axis). It can be calculated using the heat equation [26]

$$C_\rho \frac{\partial \Delta T}{\partial t} = \frac{\Delta I}{L} + \kappa \nabla^2 \Delta T,$$

where $C_\rho$ is the heat capacity per unit volume ($C$ is the heat capacity per unit mass and $\rho$ is the medium density), $\kappa$ is the thermal conductivity. The source term $\Delta I/L$ in Eq. (3) stands for the energy absorbed in the sample per unit of time and volume. The laser intensity changes along the propagation direction and can be estimated to be given by $\Delta I \propto I \left(1 - e^{-\alpha L}\right)$, where $I$ is the input beam intensity, $\alpha$ is the linear absorption coefficient of the sample, and $L$ is the cuvette length. For a Gaussian beam of radius $w_0$ the source term in Eq. (3) reduces to $(2P/(\pi w_0^2)) e^{-2r^2/w_0^2} \left(1 - e^{-\alpha L}\right)/L$, where $P$ is the input beam power. By solving Eq. (3) in the steady state and assuming the parabolic approximation (parabolic shape of $\Delta T$ near the beam center) the laser-induced thermal lens has an inverse focal length (dioptric power) given by [27]:

$$f^{-1} = \frac{(dn/dT) P \left(1 - e^{-\alpha L}\right)}{\kappa \pi w_0^2}.$$

This expression was first derived by Gordon et al. [27] and assumes a perfect thin lens [27–29]. Later on, the aberrant nature of the thermal lens was analyzed by Sheldon et al. using a diffraction integral approach [30]. Bialkowski and Chartier obtained equivalent results with a simpler method based on the calculation of cumulative electric-field phase shifts produced by a series of Gaussian refractive-index perturbations [31]. Recent works from Malacarne et al. developed a complete thermal lens model to characterize solid materials [32]. Figure 5(a) shows the predicted thermal focal length for the 0.5 mg/mL GO water dispersion as a function of the input power. We used the thermal conductivity and the thermo-optic coefficient of water [33], i.e., $\kappa = 0.6$ W/(m K) and $dn/dT = -0.45 \times 10^{-4}$ K$^{-1}$,
a beam radius of \( w_0 = 1.55 \) mm, the experimentally measured linear absorption coefficient \( \alpha = 1.77 \) cm\(^{-1}\) for the 0.5 mg/mL GO dispersion, and \( L = 1 \) cm. The focal lengths found are close to a few meters. The temperature change in the dispersion \( \Delta T \) is in the order of one kelvin. We can estimate the thermal nonlinear refractive index of the dispersion as

\[
n_2 = \frac{(dn/dT)w_0^2(1 - e^{-\alpha L})/(2\kappa L)}{2} \approx -3 \times 10^{-5} \text{ cm}^2/\text{W}.
\]

We theoretically studied the propagation of the beam through the optical system (see Fig. 1(a)). We used the ray transfer matrices formalism to describe the propagation of a Gaussian beam through our system [34] (in the paraxial wave approximation). The cuvette was placed at the center of the U-bench being the free space distance behind it around \( d = 25 \) mm. We considered that a quasi-planar wavefront Gaussian beam with wavelength \( \lambda = 977 \) nm, spot size \( w_0 = 1.55 \) mm and radius of curvature \( \approx \infty \) impinges on the cuvette. This beam is partially absorbed in the sample which produces a thermal lens whose focal length is \( f \) [see Eq. (4)]. This thermal lens modifies the curvature of the beam wavefront at the output of the cuvette. The new radius of curvature is \( \approx -f \). At the entrance of the focusing lens L2 the beam is nearly the same as the one at the output of the cuvette since it only propagates a distance \( d \ll f \) in free space, i.e., the beam size is \( \approx w_0 (1 - d/f) \approx w_0 \) and the radius

![Fig. 5. (a) Thermal focal length (from Eq. (4)) versus input power. (b) Spot size at the entrance plane of the single mode fiber (from Eq. (5)) versus input power. The dotted line indicates the radius of the fiber mode \( w_f \). We used the following parameters: \( \kappa = 0.6 \) W/(mK), \( dn/dT = -0.45 \times 10^{-4} \) K\(^{-1}\), \( w_0 = 1.55 \) mm, \( \alpha = 1.77 \) cm\(^{-1}\) (0.5 mg/mL GO water dispersion), \( L = 1 \) cm, \( d_L = 11 \) mm, and \( \lambda = 977 \) nm.](image)
of curvature is \( \simeq -f \). The coupling lens \( L_2 \) focuses the beam into the output single mode fiber. We considered a focal length of \( f_L = d_L = 11 \text{ mm} \). This value was estimated by using the numerical aperture of the single mode fiber (\( \text{NA}=0.14 \)) and the typical spot size \( w_0 \), i.e., \( \text{NA} \simeq w_0/d_L \). At the entrance plane of the single mode fiber the beam size is

\[
w_L = w_0d_L\sqrt{\left(\frac{1}{f}\right)^2 + \left(\frac{\lambda}{\pi w_0}\right)^2}.
\]

(5)

In the absence of thermal lensing, in Eq. (5) we can neglect the first term of the r.h.s \((1/f)\), then the spot size at the entrance of output fiber is \( w_L \simeq d_L\lambda/(\pi w_0) \), which is the focal length times the divergence of the beam \( \theta \simeq \lambda/(\pi w_0) \). We plot in Fig. 5(b) the beam radius at the entrance of the output fiber \( w_L \) as a function of the input power by using the thermal focal length shown in Fig. 5(a). The spot size increases with input power. As this Gaussian beam is launched into the single mode fiber, the variation of the spot size with power can lead to a decrease of the transmittance. Efficient launching requires that the light arriving to the fiber has a complex amplitude profile similar to that of the guided mode. Then, the coupling efficiency for matching the focused beam mode to the mode of the fiber should be taken into account [35]

\[
T_{\text{MM}} = \left( \frac{2w_fw_L}{w_L^2 + w_f^2} \right)^2,
\]

(6)

where \( w_f \) is the radius for the fiber mode, and \( T_{\text{MM}} \) represents the losses due to mode mismatch. This expression measures the square of the correlation between the intensity distribution of the Gaussian beam at the fiber entrance and the one for the guided mode of the fiber. Then, the output power can be written as \( P_{\text{out}} = e^{-\alpha_L T_{\text{cuvette}}} T_{\text{MM}} T_0 P \), where \( T_0 \) accounts for the losses of the optical system. In Fig. 4(a) we plotted the simulated output-input power curves for the three GO dispersions in the experiments. We used the corresponding effective linear absorption coefficient \( \alpha_{\text{eff}} \) previously obtained for each GO concentration. We consider a radius for the fiber mode \( w_f = 3.1 \mu\text{m} \) and \( T_0 = 0.5 \). The rest of parameters are the same as in Fig. 5. The simulated curves (solid lines) agree with the experimental results (symbols). Therefore, the OL behavior found in our experiments can be attributed undoubtedly to a thermally induced nonlinear refraction.

4.A. Thermal lens focal length oscillation

To theoretically analyze the phase shift of the amplitude modulated beam we must take into account that the thermal lens formation takes a finite time to build up. The characteristic
time $\tau$ depends on the thermal properties of the medium and it is usually in the range between millisecond and tenths of second. We resort again to the heat equation (3)

$$\frac{\partial \Delta T}{\partial t_d} = \frac{2P \left(1 - e^{-\alpha L}\right)}{\pi \kappa L} e^{-2r_d^2} + \nabla^2 \Delta T,$$

(7)

where $t_d = t/\tau$ is a dimensionless time normalized to $\tau = C\rho w_0^2/\kappa$ and $r_d = r/w_0$ is a dimensionless radius normalized to $w_0$. The modulation of the amplitude of the light beam will produce a time varying temperature spatial profile which in turn will result in an oscillating behavior of the focal length of the sample. We consider that the beam power changes in time according to:

$$P = P_0 + P_m \cos(\omega_m t_d),$$

where $P_0$ is the average power, $P_m$ is the modulation amplitude, and $\omega_m = 2\pi f_m \tau$ is the normalized (dimensionless) modulation angular frequency. Let us assume that the temperature change $\Delta T$ will be forced to oscillate at the same frequency $\Delta T = \Delta T_0 + \Delta T_c \cos(\omega_m t_d) + \Delta T_s \sin(\omega_m t_d)$. We are considering here that the temperature change oscillation may not be in phase with the oscillation of the beam power due to the finite time response of the thermal lens. The time evolution of $\Delta T$ will produce an oscillation of the thermal lens dioptric power $D = D_0 + D_c \cos(\omega_m t_d) + D_s \sin(\omega_m t_d)$. The steady state value ($\Delta T_0$) and the amplitude of the temperature change oscillation ($\Delta T_c$, $\Delta T_s$) are easily obtained from the heat equation (7)

$$0 = \frac{2P_0 \left(1 - e^{-\alpha L}\right)}{\pi \kappa L} e^{-2r_d^2} + \nabla^2 \Delta T_0,$$

(8)

$$-\omega_m \Delta T_c = \nabla^2 \Delta T_s,$$

(9)

$$\omega_m \Delta T_s = \frac{2P_m \left(1 - e^{-\alpha L}\right)}{\pi \kappa L} e^{-2r_d^2} + \nabla^2 \Delta T_c.$$

(10)

The first equation (Eq. (8)) leads, in the parabolic approximation, to the well-known focal length given by Eq. (4) [27–29]. Then, the average thermal lens dioptric power $D_0$ is related to the average power $P_0$

$$D_0 = \frac{(dn/dT)P_0 \left(1 - e^{-\alpha L}\right)}{\kappa \pi w_0^2}.$$

(11)

To obtain the amplitude of the temperature change oscillation ($\Delta T_c$, $\Delta T_s$) we resort to Fourier space

$$-\omega_m \Delta T_c = -(2\pi q)^2 \Delta T_s,$$

(12)

$$\omega_m \Delta T_s = \frac{2P_m \left(1 - e^{-\alpha L}\right)}{\pi \kappa L} \frac{\pi}{2} e^{-\frac{1}{2} \pi^2 q^2} - (2\pi q)^2 \Delta T_c,$$

(13)
where $\Delta T_c$ and $\Delta T_s$ are the Fourier transforms of $\Delta T_c$ and $\Delta T_s$, respectively, and $q$ is the wavenumber (normalized to $1/w_0$). From Eqs. (12)-(13) we obtain the Fourier amplitude of the temperature change oscillation

$$\Delta T_c = \frac{(2\pi q)^2}{\omega_m^2 + (2\pi q)^4} \frac{2P_m (1 - e^{-\alpha L})}{\pi \kappa L} \frac{\pi}{2} e^{-\frac{1}{2} \pi^2 q^2} , \quad (14)$$

$$\Delta T_s = \frac{\omega_m}{\omega_m^2 + (2\pi q)^4} \frac{2P_m (1 - e^{-\alpha L})}{\pi \kappa L} \frac{\pi}{2} e^{-\frac{1}{2} \pi^2 q^2} . \quad (15)$$

We numerically compute the inverse Fourier transform of Eqs. (14)-(15) by means of a Hankel transform

$$\Delta T_l = 2\pi \int_0^\infty dq \Delta T_l J_0(2\pi qr) q , \quad (l = c, s) , \quad (16)$$

where $J_0$ is the Bessel function of first kind of zero order. Then, we expand the obtained spatial profile $\Delta T_c$ and $\Delta T_s$ in the proximity of the beam center (from the center to half of the beam radius, i.e. $r_d \simeq [0, 0.5]$) to a polynomial series of even powers of $r_d$. By assuming the parabolic approximation, we only keep the second order term of the expansion to compute the amplitude of the thermal lens dioptric power oscillation

$$D_l = -\frac{2L(dn/dT)}{w_0^2} \frac{\Delta T_l}{r_d^2} , \quad (l = c, s) . \quad (17)$$

The thermal lens focal length oscillation leads to an oscillation of the coupling efficiency as follows: $T_{MM} = T_{0,MM} + T_{c,MM} \cos(\omega_m t_d) + T_{s,MM} \sin(\omega_m t_d)$, where the average transmission is

$$T_{0,MM} = \left( \frac{2w_f w_{L0}}{w_{L0}^2 + w_f^2} \right)^2 , \quad (18)$$

$w_{L0}$ being the average beam size at the entrance plane of the output single mode fiber,

$$w_{L0} = w_0 d_{L0} \sqrt{D_0^2 + \left( \frac{\lambda}{\pi w_0^2} \right)^2} , \quad (19)$$

and the amplitude of the transmittance oscillation is

$$T_{l,MM} = \frac{4w_f^2 w_{L0}^2 d_L^2 (w_f^2 - w_{L0}^2)}{w_{L0}^2 + w_f^2} \frac{2D_0 D_l}{(w_{L0}^2 + w_f^2)^2} , \quad (l = c, s) . \quad (20)$$
The output amplitude-modulated beam can be written as:

\[ P_{\text{out}} = P_{\text{out}}^0 + P_{\text{out}}^m \cos(\omega_m t_d - \phi), \]

where \( \phi \) accounts for the phase shift experienced by the signal beam. After some simple algebraic calculations, we obtain the phase delay \( \phi \):

\[
\phi = \frac{2D_0D_s w_f^2 d_L^2 (w_f^2 - w_{L0}^2)}{w_{L0}^2 (w_{L0}^2 + w_f^2)} \frac{P_{\text{in}}}{P_0} + \frac{1}{w_{L0}^2 (w_{L0}^2 + w_f^2)} \cdot (21)
\]

Let us compare the theoretical phase shift given by Eq. (21) with the measured phase delay. First, we analyze the case of Fig. 2, which presents the phase shift versus the modulation frequency for a 0.5 mg/mL GO water dispersion and for different input powers \( P_0 = 2.5 \text{ mW}, P_0 = 18.4 \text{ mW}, \) and \( P_0 = 28.5 \text{ mW} \). We used the same parameters as above: \( w_0 \approx 1.55 \text{ mm}, \kappa = 0.6 \text{ W/(m K)}, dn/dT = -0.45 \times 10^{-4} \text{ K}^{-1}, \alpha = 1.77 \text{ cm}^{-1}, f_L = d_L = 11 \text{ mm}, w_f = 3.1 \mu\text{m}. \) We varied the thermal lens formation time to fit the experimental curves, obtaining \( \tau = 0.2 \text{ s}. \) The simulated phase shift curves are plotted in Fig. 2 (solid lines) and show a good agreement with the experimental findings. That is, positive or negative phase delays are achieved depending on the input power value. A transition between positive to negative delays takes place as the input power increases. However, at high input powers and low modulation frequencies the simulated curve deviates from the experimental data (see Fig. 2). In this regime, the experimental output signal presents some distortion (see black curve in the upper inset in Fig. 6). The shape of the output signal produces larger phase shifts than those found in the simulations. The nonlinear nature of the physical processes involved in our system could bring the generation of harmonic distortion. The spectrum of the experimental output signal shows a non negligible amplitude for the second harmonic \( (A_{2nd}) \) in comparison to the amplitude of the fundamental one \( (A_{1st}) \) (not shown). In order to quantify the effect of the harmonic distortion we compute the distortion factor as \( A_{2nd}/\sqrt{A_{1st}^2 + A_{2nd}^2}. \) The result is shown in Fig. 6 (symbols). Effectively, at high input powers and low modulation frequencies, the harmonic distortion becomes relevant with values above 5%. This nonlinear distortion can be theoretically calculated by our model. In order to calculate the simulated output signal we retained second order terms in the modulation amplitudes \( P_m, D_c \) and \( D_s. \) By computing the spectrum of the simulated output signals we obtain the distortion factor shown in Fig. 6 (solid lines), which agrees with the experimental one.

Now, we turn our attention to analyze the phase shift dependence with GO concentration. That is, we try to reproduce the experimental results of Fig. 3. We use the effective linear absorption coefficient from the slopes of Fig. 4(b): \( \alpha_{\text{eff}} = 0.92 \text{ cm}^{-1} (0.25 \text{ mg/mL}), \alpha_{\text{eff}} = 1.77 \text{ cm}^{-1} (0.5 \text{ mg/mL}), \) and \( \alpha_{\text{eff}} = 2.52 \text{ cm}^{-1} (1 \text{ mg/mL}). \) The average input power is \( P_0 = 18.4 \text{ mW}. \) In Fig. 3 we plot the simulated phase shift curves (solid lines), which roughly agree with the experimental ones. Furthermore, we analyze the possible variation of the
Fig. 6. Experimental (symbols) and theoretical (lines) distortion factor versus modulation frequency for a 0.5 mg/mL GO water dispersion and different input powers: $P_0 = 18.4$ mW (circles), $P_0 = 28.5$ mW (triangles). In the insets, time evolution of both, the reference signal (red line) and the signal propagated through the GO dispersion and the U-bench (black line) for the modulation frequencies marked with the arrows.

thermal conductivity with the concentration of GO. The volume fraction of GO changes with concentration as: $\phi_v = 0.0032$ (0.25 mg/mL), $\phi_v = 0.0065$ (0.5 mg/mL), and $\phi_v = 0.013$ (1 mg/mL). As a first approach to this question we used the Maxwell-Garnet effective medium theory to estimate an effective thermal conductivity \[36\] $\kappa_{\text{eff}} \simeq \kappa_{\text{water}} \left(1 + 2\phi_v\right)/\left(1 - \phi_v\right)$. In this expression, we assumed that the thermal conductivity of the GO sheets is much larger than the thermal conductivity of water ($\kappa_{\text{water}}$). Using $\kappa_{\text{water}} = 0.59$ W/(m K) \[33\], we obtained the following effective thermal conductivities: $\kappa_{\text{eff}} = 0.596$ W/(m K) (0.25 mg/mL), $\kappa_{\text{eff}} = 0.6$ W/(m K) (0.5 mg/mL), and $\kappa_{\text{eff}} = 0.613$ W/(m K) (1 mg/mL). As a result, the lowest (0.25 mg/mL) and highest (1 mg/mL) concentration samples have a slightly different thermal conductivity than the one used in our simulations (solid lines in Fig. 3). Taking into account this thermal conductivity dependence with concentration, we plot in Fig. 3 (with dashed lines) the two new simulated phase shift curves which present a closest agreement with the experimental results. In summary, the behavior of the phase shift in our system is well explained by the interplay between the thermal lens focal length oscillation induced in the water GO dispersion and the mode matching coupling in the single
Finally, with the aim of obtaining an analytical expression for the phase shift that explicitly contains the modulation frequency dependence, we assume that the time evolution of the dioptric power $D$ of the thermal lens follows an exponential decay

$$\frac{\partial D}{\partial t_d} = -D + D^{st},$$

(22)

where $D^{st}$ is the stationary value of the dioptric power, which is equal to the inverse of the focal length of the thermal lens given by Eq. (4). When we modulate the beam power $[P = P_0 + P_m \cos(\omega_m t_d)]$, we can easily obtain the amplitude of the dioptric power oscillation

$$D_c = \frac{1}{1 + \omega_m^2} D_0 \frac{P_m}{P_0},$$

(23)

$$D_s = \frac{\omega_m}{1 + \omega_m^2} D_0 \frac{P_m}{P_0}.$$  

(24)

Using these expressions (23)-(24) in the phase shift presented above [see Eq. (21)], we obtain the analytical dependence of the phase shift with the modulation frequency $\omega_m = 2\pi f_m \tau$

$$\phi = \frac{2D_0^2 w_0^2 d_L^2 \left(w_f^2 - w_{L0}^2\right)}{w_{L0}^2 \left(w_{L0}^2 + w_f^2\right)} \frac{2\pi f_m \tau}{1 + \left(\frac{2D_0^2 w_0^2 d_L^2 \left(w_f^2 - w_{L0}^2\right)}{w_{L0}^2 \left(w_{L0}^2 + w_f^2\right)} + (2\pi f_m \tau)^2\right)}.$$  

(25)

This expression tells us that a positive or negative phase shift is obtained depending on whether the average beam size $w_{L0}$ is smaller or greater than the fiber mode size $w_f$. It can be seen from Eq. (25) that the maximum phase shift is achieved at the modulation frequency $f_m = f_{max}$:

$$f_{max} = \frac{1}{2\pi \tau} \sqrt{1 + \left(\frac{2D_0^2 w_0^2 d_L^2 \left(w_f^2 - w_{L0}^2\right)}{w_{L0}^2 \left(w_{L0}^2 + w_f^2\right)}\right)}.$$  

(26)

The value of this modulation frequency is roughly given by the characteristic thermal lens formation time $f_{max} \simeq 1/(2\pi \tau)$. For $\tau$ in the tenths of seconds range, we obtain a few Hertz frequency, in agreement with the experimental results (see Figs. 2 and 3). Furthermore, in agreement with the experiments (see Fig. 2), the optimum frequency (Eq. (26)) is power dependent, since it varies with the average dioptric power $D_0$, which in turn is proportional to $P_0$. 


5. Conclusions

We analyzed the phase shift induced in an amplitude-modulated light beam when propagating through GO water dispersions in a fiber-to-fiber U-bench. We observed an increase of the phase shift with GO concentration. Positive phase shifts are achieved for low input powers whereas higher input powers lead to negative phase shifts. Transmittance measurements show that the system exhibits a strong optical limiting response. A simple theoretical model reveals that the phase shift arises from the thermal lens focal length oscillation induced in the GO dispersion and the mode matching coupling in the single mode output fiber. We have shown that time delays due to GO saturable absorption or free carrier absorption would be only measurable in our system for modulation frequencies in the GHz range.

Ultrawide broadband and strong light absorption properties of GO renders it an excellent material for optical limiting applications. The findings of this work can be extended to other graphene families, and also in applications such as biosensing using infrared radiation [15].
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1 (a) Experimental setup. C, cuvette containing the graphene oxide dispersion. DFB LD, distributed feedback laser diode at 977 nm. LD TEC, laser diode temperature and current controller. FG, function generator. OC, digital oscilloscope. PD1, reference photodetector. PD2, photodetector for the GO signal. L1, collimating lens. L2, focusing lens. Green lines, single mode optical fibers. (b) Cuvette containing an aqueous dispersion of GO sheets with a concentration of 0.25 mg/mL. (c) Time evolution of the experimental reference signal (red line) and the signal propagated through the GO dispersion and the U-bench (black line) for a 0.5 mg/mL graphene oxide water dispersion, a laser input power of $P_0 = 28.5$ mW, and a modulation frequency of $f_m = 1.71$ Hz.

2 Experimental (symbols) and theoretical (lines) phase delay versus modulation frequency for a 0.5 mg/mL GO aqueous dispersion and different input powers: $P_0 = 2.5$ mW (squares), $P_0 = 18.4$ mW (circles), $P_0 = 28.5$ mW (triangles). Inset: phase delay versus input power for a modulation frequency of $f_m = 3.64$ Hz.

3 Experimental (symbols) and theoretical (lines) phase delay versus modulation frequency for a laser input power of 18.4 mW and different GO concentrations: 0.25 mg/mL (squares), 0.5 mg/mL (circles), and 1 mg/mL (triangles). Simulated curves with a fixed value of the thermal conductivity $\kappa$ (solid lines), and changing the value of $\kappa$ according to the volume fraction of GO sheets (dashed lines).

4 Experimental (symbols) output-input power curves for different GO concentrations: 0.25 mg/mL (squares), 0.5 mg/mL (circles), and 1 mg/mL (triangles). (a) Output power measured at the output optical fiber of the U-bench. Theoretical curves (solid lines). (b) Output power measured at the output of the cuvette (before the beam enters L2). The dotted lines are linear fits to the experimental data and the corresponding slopes are also indicated in panel (b).

5 (a) Thermal focal length (from Eq. (4)) versus input power. (b) Spot size at the entrance plane of the single mode fiber (from Eq. (5)) versus input power. The dotted line indicates the radius of the fiber mode $w_f$. We used the following parameters: $\kappa = 0.6$ W/(m K), $dn/dT = -0.45 \times 10^{-4}$ K$^{-1}$, $w_0 = 1.55$ mm, $\alpha = 1.77$ cm$^{-1}$ (0.5 mg/mL GO water dispersion), $L = 1$ cm, $d_L = 11$ mm, and $\lambda = 977$ nm.
Experimental (symbols) and theoretical (lines) distortion factor versus modulation frequency for a 0.5 mg/mL GO water dispersion and different input powers: $P_0 = 18.4$ mW (circles), $P_0 = 28.5$ mW (triangles). In the insets, time evolution of both, the reference signal (red line) and the signal propagated through the GO dispersion and the U-bench (black line) for the modulation frequencies marked with the arrows.