Near-field diffraction of chirped gratings
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In this Letter, we analyze the near-field diffraction pattern produced by chirped gratings. An intuitive analytical interpretation of the generated diffraction orders is proposed. Several interesting properties of the near-field diffraction pattern can be determined, such as the period of the fringes and its visibility. Diffraction orders present different widths and also, some of them present focusing properties. The width, location, and depth of focus of the converging diffraction orders are also determined. The analytical expressions are compared to numerical simulation and experimental results, showing a high agreement.


When a diffraction grating is illuminated with a monochromatic plane wave, self-images are produced at multiples of the so-called Talbot distance, \( z_T = 2p^2/\lambda \), with \( p \) being the period of the grating and \( \lambda \) the wavelength [1,2]. The Talbot effect has increased interest in many diverse fields [3]. It has been analyzed for several kinds of illumination, such as Gaussian beams [4], and for several kinds of diffraction gratings, such as metallic gratings [5], or imperfect diffraction gratings [6–9]. Self-images do not only appear for periodic objects (Talbot self-images) but also for quasi-periodic objects (Montgomery self-images) [10]. In the temporal range, chirped fiber gratings are used as a solution for dispersion compensation [11]. The focusing properties of these nonperiodic gratings have also been applied in third-generation synchrotron radiation and high-resolution x-ray spectroscopy [12,13]. In the spatial range, chirped gratings have also been applied to produce curved diffraction orders [14]. Curved lobes are created by the caustic interference of the originally straight diffraction orders and manifest themselves as accelerating beams.

Since chirped gratings do not present a periodic structure, an analysis based on Fourier series and diffraction orders cannot be performed in a simple way. In this Letter, to determine the near-field intensity distribution produced by chirped gratings, we decompose the incident beam as a sum of narrow Gaussian beams so that the grating can be considered locally periodic for these narrow beams. Analytical expressions to explain amplitude and period of the fringes produced by this kind of nonperiodic grating are obtained, which are compared to numerical simulations and experimental results.

First, let us consider a monochromatic Gaussian light beam, with amplitude \( u(x') = \exp(-x'^2/\omega_0^2) \), which illuminates a chirped grating defined by its spatial frequency \( q(x') \). The beam waist of the Gaussian beam is placed at the plane of the chirped grating, \( z = 0 \). For simplicity, let us consider that the spatial frequencies of the grating present a linear dependency \( q(x') = q_0 + q_1x' \). For the case of an amplitude binary grating, an example is shown in Fig. 1.

Now, let us divide the incident beam into a sum of narrow Gaussian beams, whose width is \( \omega_i \) and placed at different positions.

![Fig. 1. (a) Chirped binary diffraction grating with starting period \( p_0 = 50 \mu m \), final period \( p_1 = 10 \mu m \), and length \( l = 500 \mu m \). For this case, the spatial frequency dependency is linear: \( q(x') = 0.125 + 0.001x' \mu m^{-1} \). (b) Period (black solid line) and spatial frequency (dashed red line) of the grating in terms of position.](http://dx.doi.org/10.1364/OL.99.099999)
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that for each beam placed at $x_i$, only a very narrow area
of the grating is illuminated. Then, this narrow beam sees a
periodic grating with constant frequency $q(x_i) = q_0 + q_x x_i$
When the illumination is a Gaussian beam with amplitude
$\exp(-x'^2/\omega_0^2)$, the amplitude just after the grating results in
\[ U(x') \propto \exp \left(-\frac{x'^2}{\omega_0^2}\right) \exp \left[-\frac{(x' - x_i)^2}{\omega_i^2}\right] \times \sum_n a_n \exp[i(nq_0 + q_x x_i) x_i], \tag{1} \]
where $\sum_n a_n \exp[i(nq_0 + q_x x_i) x_i]$ is the Fourier description
of the local grating, $a_n$ are the Fourier coefficients, and $n$ are integers.

Then, considering the Fresnel approach for the near field,
the amplitude at a distance $z$ produced by this narrow Gaussian
beam is $U(x, z) \propto \int_{-\infty}^{\infty} U(x') \exp[i(k(x - x')^2/2\omega x')] \, dx'$, where
$k = 2\pi/\lambda$ is the wavenumber. The amplitude produced by
the whole beam, whose width is $\omega_0$, is obtained as the integral
of all the narrow beams, considering that each beam has a neg-
ligible width, $\omega_i \to 0$, $U(x, z) = \lim_{\omega_i \to 0} \int_{-\infty}^{\infty} U(x', z) \, dx'$.
This equation results in
\[ U(x, z) \propto \sum_n a_n \exp \left[-\frac{(x + nq_0 z/k)^2}{\omega_0^2}\right] \exp \left(-\frac{ikx^2}{2R}\right) \times \exp \left(i k q_x n q_0 z / 4R \right), \tag{2} \]
where $k_x = k - 2nq_x z$, $\omega_0^2 = \omega_0^2 [(k_x/k)^2 + (z/z_R)^2]$ is the
beam width of each diffraction order, $R = \sqrt{(k_x/k)^2(z_R/z)^2 + 1}$ is the radius of curvature, and $z_R = k_0 \omega_0^2 / 2$ is the Rayleigh
distance. Notice that both $R$ and $\omega$ parameters depend on the
diffraction order $n$. The first exponential term of Eq. (2) rep-
resents the amplitude of the beam, which is Gaussian.
Diffraction orders propagate with an angle $\theta_n = x/z = n\lambda/p$ with respect to the axis, and the width $\omega$ of each diffraction
order is different, since $k_x$ presents a dependence on $n$.
The second term is the phase of the Gaussian beam. The third
term is related to the period of the fringes, and the fourth
term is related to the location of high contrast fringes.

In Fig. 2, we can see the intensity distribution in the near
field along the $z$-axis, $I = U(x, z)U^*(x, z)$, for a chirped dif-
fracton grating computed with Eq. (2). The fringes’ period de-
pends on the position $x$. To check the consistency of the results,
we have also computed the near-field intensity by numerical
simulations based on the Rayleigh–Sommerfeld method for dif-
fracton [15], Fig. 3. There is a good agreement between the
theoretical and the numerical approach. Also, the difference be-
tween the theoretical and numerical results, $\Delta I = I_{\text{theo}} - I_{\text{num}}$, has been evaluated. For this comparison, we have eliminated
the edges of the diffraction pattern, since edges affect the
numerical propagation of the grating. The difference between
both approaches is less than 5% on average, which shows the
validity of Eq. (2).

In a first stage, let us determine the amplitude of the
fringes from Eq. (2) when the incident wave is plane. This
can be obtained considering $\omega_0 \to \infty$, which results in
\[ U(x, z) \propto \sum_n a_n \exp[i(k_x/k) q_x x] \exp[\pm i k_x k_0^2 z / (2k_x^2)]. \]
We can expand $k_x = k - 2nq_x z$ in both exponential terms. For
the first exponential, considering $1/(1 - 2nq_x z/k) \approx 1 + 2nq_x z/k$, we obtain
\[ U(x, z) \propto \sum_n a_n \exp[i(nq_0 x)] \exp \left[i n^2 q_x^2 x^2 / 4R \right]. \tag{3} \]
Then, the period of the fringes results in
\[ p(x) = \frac{2\pi}{q_x} = \frac{2\pi}{q_0 + q_x}. \tag{4} \]

In Fig. 3, we can see the intensity distribution $I_{\text{num}}$ obtained by numerical
Rayleigh–Sommerfeld approach [15] for the same parameters as
Fig. 2. White continuous lines represent low-contrast positions
obtained with Eq. (5) and white discontinuous lines represent low-
contrast positions according to $(l + 1/2)p(x)^2/\lambda$, with $p(x)$ defined
in Eq. (4), and $l$ an integer.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{Intensity distribution $I_{\text{num}}$ obtained with Eq. (2) for a chirped grating with $p_0 = 80 \mu m$, $p_1 = 10 \mu m$, and length $l = 600 \mu m$. The grating is illuminated with a Gaussian beam whose wavelength is $\lambda = 0.6328 \mu m$; the beam width is $\omega_0 = 5000 \mu m$, and $n = 5$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Intensity distribution $I_{\text{num}}$ obtained by numerical Rayleigh–Sommerfeld approach [15] for the same parameters as Fig. 2. White continuous lines represent low-contrast positions obtained with Eq. (5) and white discontinuous lines represent low-contrast positions according to $(l + 1/2)p(x)^2/\lambda$, with $p(x)$ defined in Eq. (4), and $l$ an integer.}
\end{figure}
This means that the period of the fringes is, for the approximation considered, a local phenomenon, since it is equal to the period of the grating at the same position \( x \). On the other hand, we compare the second exponential term to \( \exp(2\pi i z/\lambda R) \) for the Talbot distance, resulting in

\[
z_T = \frac{8\pi^2}{\lambda(x_0^2 + q_0 q_4 x + 4q_4^2 x^2)},
\]

which turns to \( z_T = 2\ell^2/\lambda \) when \( q_0 = 0 \). In Fig. 3, the locations of null contrast, \((\ell + 1/2)z_T\), according to Eq. (5) are shown as white solid lines. Also, for comparison, locations of the low contrast fringes computed using \((\ell + 1/2)p(x)^2/\lambda\), considering Eq. (4), are included as white discontinuous lines.

It is clear that this last simple equation is not valid for determining the location of low contrast fringes, as can be observed in Fig. 3.

From the definition of \( k_p \), after Eq. (2), we can see that when the grating is not chirped, \( q_0 = 0 \); then \( k_p = k \) and the amplitude after the diffraction grating results in

\[
U(x, z) \propto \sum_n \frac{a_n}{\omega_0} \exp\left[-\frac{(x + nq_0 z/k)^2}{\omega_0^2}\right] \exp\left(-ikx^2/2R\right) \\
\times \exp\left(i\frac{n\omega_0^2 q_4 x^2}{4zR} \right) \exp\left(i\frac{n^2 k^2 q_4^2 q_0^2}{8R^2}\right),
\]

where, for this case, \( \omega^2 = \omega_0^2 [1 + (x/z_R)^2] \) and \( R' = z(z_F/z)^2 + 1 \). That is, we recover the standard self-imaging process for Gaussian beams [5].

Let us analyze the properties of the fringes formed by chirped gratings when the incident beam is Gaussian. When comparing Eq. (2) with Eq. (6), we may think that the third exponential term is related to the period of the fringes and the fourth term indicates the location of high contrast fringes, since it presents a dependence with \( n^2 \). However, this is not exactly the case. In order to determine the location of high-contrast fringes, we need to expand all the phase terms, since \( k_p \) presents a dependence with \( n \). This expansion results in

\[
U(x, z) \propto \sum_n a_n \exp\left[-\frac{(x + nq_0 z/k)^2}{\omega_0^2}\right] \exp\left(-ikx^2/2R\right) \\
\times \exp\left[i\frac{k^2 \omega_0^4}{4zR} q(x)x\right] \exp\left[i\frac{k \omega_0^2}{2R} \left(\frac{q_0^2}{4} - q_4 q(x)x\right)\right] \\
\times \exp\left(-in^2 \frac{q_4^2 q_0^2}{4R} z\right),
\]

where the radius of curvature is, expanding the definition in Eq. (2), \( R = z_R/z - 4nq_4 z_R^2/k + [(2nq_4 z_R/k)^2 + 1]z \). Then, when the grating is illuminated with a Gaussian beam, the period is obtained comparing the third exponential term to \( \exp(2\pi i x/p(x)) \), resulting in

\[
p(x) = \frac{8\pi x R}{k^2 \omega_0^4 q(x)}. \tag{8}
\]

This equation is not easy to be solved, since the radius of curvature \( R \) depends on \( n \) and \( z \). However, it simplifies for short distances to the grating. When the governing term in the radius of curvature is \( R \approx z_R/z \), the period is again that obtained with Eq. (4). To determine the location of high-contrast fringes, we will consider the quadratic term with \( n \), \( \exp[in^2 \frac{k^2 \omega_0^4}{2z} (q_0^2/4 + q_4 q(x)x)] \) in Eq. (7). Comparing this term with \( \exp(2\min^2 x/\lambda R) \), we obtain the Talbot distance from this equation:

\[
\pi k R = z_T(q_0^2/4 + q_4 q(x)x), \tag{9}
\]

which is a nonlinear equation, with \( R \) presents a dependence with \( z \). Again, when we use the previous approximation for the near field, \( R \approx z_R/z \), the results simplify to Eq. (5).

Now, let us determine the width of the diffraction orders. Since the illumination beam is Gaussian, there is a distance from which the different diffraction orders do not interfere. This distance corresponds to \( z_a = \frac{p_0}{\lambda} \), which can be easily obtained from a geometrical analysis [5]. After this distance, we can clearly see the Gaussian shape of the diffraction orders. The width of diffraction orders is defined in Eq. (2).

Expanding \( \omega \) in terms of \( n \) we obtain

\[
\omega^2 = \omega_0^2 \left[1 + \left(\frac{2z}{k_0^2 q_0^4}\right)^2 - \frac{2xq_4}{k_0^2} n + \left(\frac{2xq_4}{k_0^2}\right)^2 n^2\right]. \tag{10}
\]

It is surprising that this dependence presents a linear term with \( n \), which means that the width of positive and negative diffraction orders is different. The width of positive diffraction orders decreases with respect to order \( n = 0 \) and, on the contrary, the width of negative diffraction orders increases. This can be clearly seen in the numerical approach given in Fig. 4, where a Gaussian beam with wavelength \( \lambda = 0.650 \text{ nm} \) and beam width \( \omega_0 = 250 \mu\text{m} \) is used for illuminating the chirped grating. Diffraction orders \( n = 1, 3, 5, \) and 7 produced by the chirped grating are convergent. We can determine the location of the beam waist, \( z_{\text{min}} \), considering \( d\omega^2/dz = 0 \),

\[
z_{\text{min}} = \frac{knq_4 q_0^4}{2(1 + n^2 q_4^2 q_0^2)}. \tag{11}
\]

As a consequence, the beam waist of the diffraction orders is placed at the diffraction grating, \( z_{\text{min}} = 0 \), only for the order \( n = 0 \). Besides, the location \( z_{\text{min}} \) of the beam waist can be obtained.
We have manufactured a chirped grating with the same parameters as in Fig. 4. The grating is illuminated by a monochromatic plane wave with wavelength $\lambda = 0.650 \, \mu m$. The experiment consists of acquiring the intensity distribution with a CMOS camera UI-3592LE by IDS Imaging Development Systems GmbH, whose pixel size is 1.67 $\mu m$. The camera is placed on a motorized linear stage by PI, and it is moved along the $z$ axis, perpendicular to the grating. The experimental intensity distribution is shown in Fig. 5.

On the other hand, the focus of positive diffraction orders is narrower and shorter. The location of diffraction order $n = 1$ coincides with the analytical and numerical analysis. Also, orders $n = 3, 5$ are observed, but with low intensity.

Concluding, in this Letter we have analyzed the near-field behavior of chirped grating gratings with a linear dependence in the spatial frequency, $q(x) = q_0 + q_1 x$. The Fresnel approach has been used to obtain analytical expressions of the intensity distribution. When the chirped grating is illuminated with a Gaussian beam, we have found that the period and location of high-contrast fringes vary with the position $x$. We have also found that positive diffraction orders present focusing properties, with different width, position, and depth of focus of the beam waists. Numerical simulations based on the Rayleigh–Sommerfeld approximation have been carried out, as well as experimental verification. The analytical equations obtained in this work are in good agreement with the numerical simulations and experimental results. This formalism can be of interest in applications such as photonics and metrology.
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