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1. Introduction

There are many studies that link Decision Sciences, Economics, Finance, Business, Computing, and Big Data. In addition, Decision Sciences is related to many different though cognate areas, including Science, Engineering, Medical Science, Experimental Science, Psychology, Social Science, Political Science, Management, and Business.

In this paper, we will discuss different types of utility functions, stochastic dominance (SD), mean-risk (MR) models, portfolio optimization (PO), and other financial, economic, business, marketing, and management models that can be used in computational science and Big Data. Academics could develop theoretical models and thereafter develop econometric and statistical models to estimate the associated parameters to analyze a number of interesting issues in Decision Sciences, Economics, Finance, Business, Computing, and Big Data. Academics could then conduct simulations to examine whether the estimators or statistics in the theories on estimation and hypothesis develop have small size and high power. Thereafter, academics and practitioners could apply the novel and innovative theories to analyze a number of interesting issues in the six disciplines and cognate areas.

The plan of the remainder of the paper is as follows. In Section 2, some theoretical models are dissected and discussed. Alternative statistical and econometrics models are analyzed critically in Section 3. Alternative procedures for conducting simulations are discussed in Section 4. A brief discussion of empirical models is presented in Section 5, followed by some concluding remarks in Section 6.

2. Theoretical Models

It is important to commence any rigorous research in Decision Sciences, Economics, Finance, Business, Computing, and Big Data by developing appropriate theoretical models. The recent literature in these disciplines has been concerned with developing theories to extend those that have been discussed in a number of existing reviews. We discuss some of our recent research in the following subsections.
2.1 Utility Functions

Before the 17th Century, most scholars considered investors to be risk neutral because they valued a gamble at its expected value. Bernoulli (1738) argues that investors were risk averse. In reality, individuals are not always risk averse or risk neutral. Many individuals engage in regular risk-seeking activity, such as buying lottery tickets. Hammond (1974), Stoyan (1983), Wong and Li (1999), Li and Wong (1999), Wong (2007), Guo and Wong (2016), among others, argue that investors could be either riskaverse or risk-seeking.

Examining the relative attractiveness of various forms of investments, Friedman and Savage (1948) claim that the strictly concave functions may not be able to explain the behavior why investors buy insurance or lottery tickets. Markowitz (1952a) was the first to address Friedman and Savage’s concern, by proposing a utility function which could have convex and concave regions in both the positive and negative domains. Kahneman and Tversky (1979) identify circumstances in which individuals behave in a risk-seeking manner by allowing investors to follow S-shaped “utility” functions that they referred to as “value functions”.

Markowitz (1952), Levy and Levy (2002, 2004), Wong and Chan (2008), among others, suggest investors could follow S-shaped as well as reverse S-shaped utility functions. Broll, Egozcue, Wong, Zitikis (2010), and Egozcue, Fuentes García, Wong, and Zitikis (2011) argue that investment behavior for investors could follow S-shaped as well as reverse S-shaped utility functions. Recently, Guo, Qiao, and Wong (2017) introduce a new utility function for investors that consists of both risk-averse and risk-seeking components to provide a new solution to answer the observation posed by Friedman and Savage (1948) that investors buy insurance and also try their luck with lotteries.

Egozcue, Guo, and Wong (2015), among others, develop theory for the competitive firm with regret-averse utility functions, while Guo, Egozcue, and Wong (2017) develop an optimal production decision theory for firms with disappointment-aversion utility functions.
Lien (2008) compares the exponential utility function with its second-order approximation under the normality distribution assumption in the optimal production and hedging decision framework. Guo, Lien, and Wong (2016) extend the theory by comparing the exponential utility function with a $2n$-order approximation for any integer $n$. The authors also propose an approach with an illustration to find the smallest $n$ that provides a good approximation.

We have been developing some theories, estimation, and testing to analyse different utility functions and the preferences of different types of investors. We summarize some of the results below, and refer to Sriboonchitta, Wong, Dhompongsa, and Nguyen (2009) and Bai, Guo, Li, and Wong (2017) for further information.

2.2 Stochastic Dominance

Several researchers have been developing a range of interesting theories in stochastic dominance, and these will be discussed in the following sections.

2.2.1 Stochastic Dominance for Risk Averters and Risk Seekers

Wong and Li (1999) develop several properties for convex stochastic dominance to compare the preferences of different combinations of several assets for both risk-averse and risk-seeking investors. In addition, they compare the preferences between a convex combinations of several continuous distributions and a single continuous distribution. In addition, Li and Wong (1999) develop several SD theorems for the location-and-scale family, and linear combinations of random variables for risk seekers, as well as risk averters.

Wong (2007) extends their work by introducing the first three orders of both ascending SD (ASD) and descending SD (DSD) to decisions in business planning and investment to risk-averse and risk-seeking decision makers, so that they can compare both returns and losses. They provide tools to identify the first-order SD prospects and discern arbitrage opportunities that could increase their expected utility and expected wealth. They also introduce the mean-variance (MV) rule to decisions in business planning or investment on both returns and losses for both risk-
averse and risk-seeking decision makers, and show that the rule is equivalent to the SD rule under certain regularity conditions.

Chan, Clark, and Wong (2016) analyze properties of SD for both risk-averse and risk-seeking SD (RSD) for risk-seeking investors which, in turn, enables an examination of their behavior. The authors first discuss the basic property of SD and RSD that links the SD and RSD to expected-utility maximization. Thereafter, they prove that an hierarchy exists in both SD and RSD relationships, and that the higher orders of SD and RSD can be inferred by the lower orders of SD and RSD, but not vice-versa. Furthermore, they examine the conditions in which third-order SD preferences are ‘the opposite of’ or ‘the same as’ their counterpart third-order RSD preferences. In addition, they establish the relationship between the order of the variances and that of the integrals for two assets, which enables the establishment of certain relationships between the dominance of the variances and the second- and third-order SD and RSD for two assets under the condition of equal means.

The theory developed in their paper provides a set of tools that enables investors to identify prospects for first-, second-, and third-order SD and RSD, and thereby enables investors to improve their investment decisions. Another contribution of the paper is that the authors recommend checking the dominance of the means of the distributions to draw inferences for the preferences for two different assets for third-order risk averters and risk seekers. They illustrate this idea by comparing the investment behavior of both third-order risk averters and risk seekers in bonds and stocks.

Guo and Wong (2016) extend some univariate SD results to multivariate SD (MSD) for both risk averters and risk seekers, respectively, to $n$ order for any $n > 0$ when the attributes are assumed to be independent, and utility is assumed to be additively separable. Under these assumptions, they develop several properties for MSD for both risk averters and risk seekers. For example, they prove that MSD is equivalent to expected-utility maximization for both risk averters and risk seekers, respectively.
The authors show that the hierarchical relationship exists for MSD, and establish several dual relationships between the MSD for risk averters and risk seekers. They develop properties for non-negative combinations and convex combinations of random variables of MSD, and develop the theory of MSD for the preferences of both risk averters and risk seekers on diversification. In addition, they discuss some MSD relationships when the attributes are dependent and discuss the importance and use of the novel theoretical results developed in the paper.

### 2.2.2 Stochastic Dominance for Investors with S-shaped and Reverse S-shaped Utility Functions

Wong and Chan (2008) extend the work on Prospect SD (PSD) and Markowitz SD (MSD) to the first three orders, and link the corresponding S-shaped and reverse S-shaped utility functions to the first three orders. They conducted experiments to illustrate each case of MSD and PSD to the first three orders, and demonstrate that the higher-order MSD and PSD cannot be replaced by lower-order MSD and PSD. Furthermore, they show that an hierarchy exists in both PSD and MSD relationships, arbitrage opportunities exist in the first orders of both PSD and MSD, and for any two prospects under certain conditions, the third-order MSD preference will be “the opposite of” or “the same as” their counterpart third-order PSD preferences.

### 2.2.3 Stochastic Dominance Theory for Investors with Both Risk-Averse and Risk-Seeking Components

Recently, Guo, Qiao, and Wong (2017) develop a new SD theory for investors with AD utility that consists of both risk-averse and risk-seeking components. Based on the theory, they not only find a new solution to answer the observation posed by Friedman and Savage (1948) that people could buy insurance and also try their luck with lotteries. They also find that investors with AD utility will buy both bonds and stocks, as well as both bonds and futures, to achieve higher expected utility. The authors also developed several properties, including expected-utility maximization, hierarchy, transitivity, and diversification, for the new SD theory for investors with AD utility.

### 2.2.4 Almost Stochastic Dominance
Guo, Zhu, Wong, and Zhu (2013) provide further information on both expected-utility maximization and the hierarchy property. For almost SD (ASD), Leshno and Levy (2002) propose a definition, while Tzeng et al. (2013) modify it, to provide a further separate definition. Interestingly, Guo, Zhu, Wong, and Zhu (2013) show that the former has the hierarchy property but not expected utility maximization, whereas the latter has expected utility maximization but not the hierarchy property.

Guo, Post, Wong, and Zhu, (2014) establish necessary conditions for ASD criteria of various orders. These conditions take the form of restrictions on algebraic combinations of moments of the probability distributions under consideration. The relevant set of conditions depends on the relevant order of ASD, but not on the critical value for the admissible violation area. These conditions can help to reduce the information requirement and computational burden in practical applications. A numerical example and an empirical application to historical stock market data illustrate the moment conditions. The first four moment conditions, in particular, seem appealing for many applications.

Guo, Wong, and Zhu (2016) extend ASD theory for risk averters to include ASD for risk-seeking investors. Thereafter, they examine the relationship between ASD for risk seekers, on the one hand, and ASD for risk averters, on the other. Tsetlin, et al. (2015) develop the theory of generalized ASD (GASD). Guo, Wong, and Zhu (2016) discuss the advantages and disadvantages of ASD and GASD.

2.3 Portfolio Optimization

The mean-variance (MV) portfolio optimization procedure is the milestone of modern finance theory for asset allocation, investment diversification, and optimal portfolio construction (Markowitz, 1952b). In the procedure, investors select portfolios that maximize profit subject to achieving a specified level of calculated risk or, equivalently, minimize variance subject to obtaining a predetermined level of expected gain.
However, the estimates have been demonstrated to depart seriously from the theoretical optimal return. Michaud (1989) and others have found the MV-optimized portfolios do more harm than good, while Bai et al. (2009a) have proved that this phenomenon is natural.

Recently, Li, Li, Hui, and Wong (2017) extend Maslow’s (1943) need hierarchy theory and the two-level optimization approach by developing the framework of the Malsow portfolio selection model (MPSM). The authors solve two optimization problems to meet the needs of individuals with low financial sustainability who prefer to satisfy their lower-level (safety) needs first, and thereafter seek higher-level (self-actualization) needs to maximize the optimal returns.

### 2.4 Risk Measures

Several researchers have been developing properties for several risk measures to be used in finance, economics, and related cognate disciplines. We briefly discuss the properties for some risk measures in the following sub-sections.

#### 2.4.1 Sharpe Ratio

The theory of modern finance starts from the mean-variance portfolio optimization developed by Markowitz (1952b). The Sharpe ratio (Sharpe 1966), the ratio of the excess expected return of an investment to its return volatility or standard deviation, is one of the most commonly-used measures in the financial mean-variance framework.

#### 2.4.2 VaR and CVaR

Ma and Wong (2010) establish some behavioral foundations for various types of Value-at-Risk (VaR) models, including VaR and conditional VaR (CVaR), as measures of downside risk. They establish some logical connections among VaRs, VaRs, SD, and utility maximization. Though they are supported to a certain extent with unanimous choices by some specific groups of expected or non-expected-utility investors, VaRs as profiles of risk measures at various levels of
risk tolerance are not quantifiable. This arises as they can only provide partial and incomplete risk assessments for risky prospects.

The authors also include in the discussion the relevant VaRs and several alternative risk measures for investors. These alternatives use somewhat weaker assumptions about risk-averse behavior by incorporating a mean-preserving spread. For this latter group of investors, the authors provide arguments for and against the standard deviation versus VaR and CVaR as objective and quantifiable measures of risk in the context of portfolio choice.

2.4.3 Omega Ratio

It is well-known (Wong, 2007) that, under certain conditions, the mean-variance rule is equivalent to the stochastic dominance rule. Some academics hypothesize that there could exist a mean-Omega ratio rule that could be equivalent to the stochastic dominance rule under certain regularity conditions.

Both SD and Omega ratio can be used to examine whether the market is efficient, if there is any arbitrage opportunity in the market, and if there might be any anomaly in the market. Guo, Jiang, and Wong (2017) evaluate the relationship between SD and the Omega ratio. They find that second-order SD and/or second-order risk-seeking SD (RSD) alone for any two prospects is not sufficient to imply Omega ratio dominance, as the Omega ratio of one asset is always greater than that of the other. They extend the theory of risk measures by proving that the preference of second-order SD implies the preference of the corresponding Omega ratio only when the return threshold is less than the mean of the higher returns asset.

On the other hand, the preference of the second-order RSD implies the preference of the corresponding Omega ratio only when the return threshold is larger than the mean of the smaller returns asset. Nonetheless, it is shown that first-order SD implies Omega ratio dominance. Thereafter, the authors apply the theory to examine the relationship between property size and property investment in the Hong Kong real estate market. The authors conclude that the Hong
Kong real estate market is not efficient and there are expected arbitrage opportunities and anomalies in the Hong Kong market.

**2.4.4 First- and High-order Risk Measures**

Farinelli and Tibiletti (2008), hereafter F-T, propose a general risk-reward performance measurement ratio. Due to its simplicity and generality, the F-T ratios have gained much attention. F-T ratios are functions of average gains to average losses with respect to a target, each raised by some power index. Omega ratio and Upside Potential ratio are both special cases of F-T ratios. Niu, Wong, and Zhu (2016) establish the consistency of F-T ratios with respect to first-order stochastic dominance. It is shown that second-order stochastic dominance is not consistent with the F-T ratios. This outcome is illustrated by a simple example. Niu, Wong, and Xu (2017) further extend the theory and show the sufficient relationship between the \((n+1)\)-order SD and the \(n\)-order Kappa ratio.

The authors clarify the restrictions on necessarily beating the target for the higher-order SD consistency of the Kappa ratios. Thereafter, they show that, in general, the necessary relationship between SD/RSD and the Kappa ratio cannot be established. They find that, when the variables being compared belong to the same location-scale family, or the same linear combination of location-scale families, they can obtain the necessary relationship between the \((n+1)\)-order SD with the \(n\)-order Kappa ratio after imposing certain conditions on the means.

**2.5 Cost of Capital**

Gordon and Shapiro (1956) develop the dividend yield plus growth model for individual firms, while Thompson (1985) improves the theory by combining the model with an analysis of past dividends to estimate the cost of capital and its ‘reliability’. Thompson and Wong (1991) estimate the cost of capital using discounted cash flow (DCF) methods that require forecasting dividends. Thompson and Wong (1996) extend the theory by proving the existence and uniqueness of a solution for the cost of equity capital, and the cost of equity function is
continuously differentiable. Wong and Chan (2004) extend their theory further by proving the existence and uniqueness of the reliability.

2.6 Behavioral Models

Barberis, Shleifer and Vishny (1998), among others, use Bayesian models to explain investors’ behavioral biases by incorporating the conservatism heuristics and representativeness heuristics in making decisions. Lam, Liu, and Wong (2010) extend the theory by developing a model of weight assignments using a pseudo-Bayesian approach that reflects investors’ behavioral biases. They use the model to explain several financial anomalies, including excess, volatility, short-run underreaction, long-run overreaction, and magnitude effects. Lam, Liu, and Wong (2012) extend their work further by developing additional properties for the pseudo-Bayesian approach that reflects investors’ behavioral biases, and by explaining the linkages between these market anomalies and investors’ behavioral biases.

Fung, Lam, Siu, and Wong (1998) extend the theory by incorporating the pseudo-Bayesian model with the impact of a financial crisis. They derive several properties of stock returns during the financial crisis, in addition to recovery from the crisis. Guo, McAleer, Wong, and Zhu (2017) extend the model by assuming that the earnings shock of an asset follows a random walk model, with and without drift, to incorporate the impact of financial crises. The authors assume that the earning shock follows an exponential family distribution to accommodate symmetric as well as asymmetric information.

By using this model setting, they develop several properties on the expected earnings shock and its volatility, and establish properties of investor behavior on the stock price and its volatility, during financial crises and the subsequent recovery. Thereafter, they develop properties to explain excess volatility, short-term underreaction, long-term overreaction, and their magnitude effects during financial crises and the subsequent recovery. .

Egozcue and Wong (2010a) extend prospect theory, mental accounting, and the hedonic editing model by developing an analytical theory that explains the behavior of investors with extended
value functions, in segregating or integrating multiple outcomes in the process of evaluating mental accounting.

Whether to keep products segregated (for example, unbundled) or integrate some or all of them (for example, bundled) has been a problem of profound interest to theorists and practitioners in areas such as portfolio theory in finance, risk capital allocations in insurance, and marketing of consumer products. Such decisions are inherently complex, and depend on factors such as the underlying product values and consumer preferences, the latter being frequently described using value functions, which are also known as utility functions in economics. Egozcue, Fuentes García, Wong, and Zitikis (2012a) develop decision rules for multiple products, which are generally referred to as ‘exposure units’ to cover naturally manifold scenarios spanning well beyond ‘products’.

The findings show, for example, that the celebrated Thaler’s principles of mental accounting hold as originally postulated when the values of all exposure units are positive (that is, all are gains) or all negative (that is, all are losses). In the case of exposure units with mixed-sign values, decision rules are much more complex and rely on cataloging the Bell-number of cases that grow very fast, which also depends on the number of exposure units. Consequently, in the paper the authors provide detailed rules for the integration and segregation decisions for up to three exposure units, and partial rules for an arbitrary number of units.

It should be noted that the theory of decision making behavior developed by Egozcue and Wong (2010a) and Egozcue, Fuentes García, Wong, and Zitikis (2012a) is for the marketing discipline, and they develop a theory of consumer behavior.

2.7 Indifference Curves

Meyer (1987) extends MV theory to include the comparison among distributions that differ only by location and scale parameters, and to include general utility functions with only convexity or concavity restrictions. Wong (2006) extends the theoretical results of both Meyer (1987) and Tobin (1958) by showing that the indifference curve is convex upwards for risk averters,
concave downwards for risk lovers, and horizontal for risk neutral investors, to include the general conditions stated by Meyer (1987). In addition, Wong (2006) develops several properties among the first- and second-order SD efficient sets and the mean-variance efficient set.

Wong and Ma (2008) extend the work on the location-scale (LS) family with general \( n \) random seed sources in the multivariate setting. In addition, the authors develop several properties for certain general non-expected utility functions that are defined over the LS family, and characterize the shapes of the indifference curves that are induced by the location-scale expected utility functions and non-expected utility functions. Thereafter, the authors develop some properties of several well-defined partial orders and dominance relations that are defined over the LS family, including first- and second-order stochastic dominance, the mean-variance rule, and location-scale dominance.

Broll, Egozcue, Wong, and Zitikis (2010) discuss prospect theory and establish general results concerning certain covariances from which they can, in turn, infer the properties of indifference curves and hedging decisions within prospect theory.

2.8 Diversification

Wong and Li (1999) extend the theory of convex SD (Fishburn, 1974) by including any distribution function, developing the results for both risk seekers and risk averters, and including third-order stochastic dominance. Their results can be used to extend a theorem of Bawa et al. (1985) on comparisons between a convex combinations of several continuous distributions and a single continuous distribution.

Li and Wong (1999) develop some results for diversification preferences for risk averters and risk seekers. Egozcue and Wong (2010) incorporate both majorization theory and SD theory to develop a general theory. The authors provide a unifying framework for determining the diversification preferences of risk-averse investors and conditions under which they would unanimously judge a particular asset to be superior. In particular, they develop a theory for
comparing the preferences of different convex combinations of assets that characterize a portfolio to yield higher expected utility by using second-order SD.

Egozcue, Fuentes García, Wong, and Zitikis (2011) evaluate rankings of completely and partially diversified portfolios, and also of specialized assets, when investors follow so-called Markowitz preferences. It can be shown that diversification strategies for Markowitz investors are more complex than in the case of risk-averse and risk-inclined investors, whose investment strategies have been investigated extensively in the literature. In particular, the authors observe that, for Markowitz investors, preferences toward risk vary depending on their sensitivities toward gains and losses.

For example, it can be shown that, unlike the case of risk-averse and risk-inclined investors, Markowitz investors might prefer investing their entire wealth in just a single asset. This interesting result enables a better understanding of some financial anomalies and puzzles, such as the well-known diversification puzzle, which notes that some investors tend to concentrate on investing in only a few assets instead of choosing the seemingly more attractive complete diversification approach.

Lozza, Wong, Fabozzi, Egozcue (2017) provide a general valuation of the diversification attitude of investors. First, they empirically examine the diversification of mean-variance optimal choices in the US stock market during the 11-year period 2003-2013. Then they analyze the diversification problem from the perspective of risk-averse investors and risk-seeking investors. Second, the authors prove that investors’ optimal choices will be similar if their utility functions are not too distant, independent of their tolerance (or aversion) to risk. Finally, they discuss investors’ attitudes towards diversification when the choices available to investors depend on several parameters.

### 2.9 Two-Moment Decision Model

Alghalith, Guo, Niu, and Wong (2017) analyze the impacts of joint energy and output prices uncertainties on the input demands in a mean–variance framework. They find that an increase in
the expected output price will surely cause the risk-averse firm to increase the input demand, while an increase in the expected energy price will surely cause the risk-averse firm to decrease the demand for energy, but increase the demand for the non-risky inputs. Furthermore, the authors investigate the two cases with only uncertain energy price and only uncertain output price, respectively. In the case with only uncertain energy price, they find that the uncertain energy price has no impact on the demand for the non-risky inputs. They also show that the concepts of elasticity and decreasing absolute risk aversion (DARA) play an important role in the comparative statics analysis.

Alghalith, Niu, and Wong (2017) analyze the impacts of joint energy and output prices uncertainties on the inputs demand in a mean-variance framework. They find that the concepts of elasticities and variance vulnerability play important roles in the comparative statics analysis. If the firms’ preferences exhibit variance vulnerability, increasing the variance of energy prices will necessarily cause the risk averse firm to decrease the demand for the non-risky inputs. Furthermore, the authors investigate two special cases, namely with only uncertain energy price, on the one hand, and only uncertain output price, on the other. In the case with only uncertain energy price, it is found that the uncertain energy price has no impact on the demand for the non-risky inputs. If the firms’ preferences exhibit variance vulnerability, increasing the variance of energy prices will surely cause the risk averse firm to decrease the demand for energy.

With multiple additive risks, the mean–variance approach and the expected utility approach of risk preferences are compatible if all attainable distributions belong to the same location-scale family. Under this proviso, Guo, Wagener, Wong, and Zhu (2017) survey the existing results on the parallels of the two approaches with respect to risk attitudes, the changes thereof, and the comparative statics for simple linear choice problems under risk. In the mean–variance approach, all the effects can be couched in terms of the marginal rate of substitution between the mean and variance. The authors apply the theory stated and developed in the paper to evaluate the behavior of banking firms, and examine risk-taking behavior with background risk in the mean-variance model.

2.10 Dynamic Models with Background Risk
Alghalith, Guo, Wong, and Zhu (2016) use a general utility function to present two dynamic models of background risk. They first present a stochastic factor model with an additive background risk. Thereafter, they present a dynamic model of simultaneous (correlated) multiplicative background risk and additive background risk.

### 2.11 Regret-Aversion

Egozcue, Guo, and Wong (2015) study the optimal output of a competitive firm under price uncertainty. Instead of assuming a risk-averse firm, they assume that the firm is regret-averse. The authors find that optimal output under uncertainty would be lower than under certainty, and prove that the optimal output could increase or decrease as the regret factor varies.

Guo, Wong, Xu, and Zhu (2015) investigate regret-averse firms’ production and hedging behavior. The authors first show that the separation theorem is still alive under regret aversion by proving that regret aversion is independent of the level of optimal production. On the other hand, they find that the full-hedging theorem does not always hold under regret aversion as the regret-averse firms take hedged positions that can be different from those of risk-averse firms under certain situations. With more regret aversion, regret-averse firms will hold smaller optimal hedging positions in an unbiased futures market. Furthermore, contrary to conventional expectations, the authors show that banning firms from forward trading affects their production level in both directions.

### 2.12 Contagion

Wan and Wong (2001) provide a simple example of a refinancing game with incomplete information, where the lack of transparency is both necessary and sufficient for the propagation of local financial distress across disjoint financial networks. The authors emphasize that contagion is a very important topic in economics and finance. There are some tests for contagion, for example, the test developed by Fry, Martin and Tang (2010) and Fry-McKibbin and Hsiao (2015). The tests can be used for big data, medium data, and small data.
2.13 Covariance and Copulas

Chebyshev’s integral inequality, also known as the covariance inequality, is an important problem in economics, finance, marketing, management, and business decision making. Egozcue, Fuentes García, and Wong (2009) derive some covariance inequalities for monotonic and non-monotonic functions. The results can be useful in many applications in economics, finance, marketing, management, and decision making. Egozcue, Fuentes García, Wong, and Zitikis (2010) sharpen the upper bound of a Grüss-type covariance inequality by incorporating a notion of quadrant dependence between random variables and also using the idea of constraining the means of the random variables.

Egozcue, Fuentes García, Wong, and Zitikis (2011a) show that Grüss-type probabilistic inequalities for covariances can be considerably sharpened when the underlying random variables are quadrant dependent in expectation (QDE). The established covariance bounds not only sharpen the classical Grüss inequality, but also improve upon the recently derived Grüss-type bounds under the assumption of quadrant dependency (QD), which is stronger than QDE. The authors illustrate the general results with examples based on specially devised bivariate distributions that are QDE but not QD. Such results play important roles in decision making under uncertainty, and particularly in areas such as economics, finance, marketing, management, and insurance.

A number of problems in economics, finance and insurance rely on determining the signs of the covariances of two transformations of a random variable. The classical Chebyshev’s inequality offers a powerful tool for solving the problem, but it assumes that the transformations are monotonic, which is not always the case in applications. For this reason, Egozcue, Fuentes García, Wong, and Zitikis (2011b) establish new results for determining the covariance signs and provide further insights into the problem. Unlike many previous research efforts, their method of analysis, which is probabilistic in nature, does not rely on the classical Hoffding’s representation of the covariance, or on any of its numerous extensions and generalizations.
Egozcue, Fuentes García, Wong, and Zitikis (2012) establish the smallest upper bound for the $p$th absolute central moment over the class of all random variables with values in a compact interval. Numerical values of the bound are calculated for the first ten integer values of $p$, and its asymptotic behaviour derived as $p$ tends to infinity. In addition, they establish an analogous bound in the case of all symmetric random variables with values in a compact interval. Such results play an important role in a number of disciplines, including actuarial science, economics, finance, marketing, management, operations research, and reliability.

It is well known that quadrant dependent (QD) random variables are also quadrant dependent in expectation (QDE). The recent literature has offered examples that have rigorously established the fact that there are QDE random variables that are not QD. The examples are based on convex combinations of specially chosen QD copulas, namely one negatively QD and another positively QD. Egozcue, Fuentes García, Wong, and Zitikis (2013) establish general results that determine when convex combinations of arbitrary QD copulas lead to negatively or positively QD/QDE copulas. In addition to being an interesting mathematical exercise, the established results are helpful when modeling insurance and financial portfolios in practice.

### 2.14 Stock Networks

Xu, Wong, Chen, and Huang (2017) analyse the relationship among stock networks by focusing on the statistically reliable connectivity between financial time series, which accurately reflects the underlying pure stock structure. In order to do so, they first filter out the effect of the market index on the correlations between paired stocks, and then take a t-test based on the P-threshold approach to lessen the complexity of the stock network based on the P values. The authors demonstrate the superiority of the performance in understanding network complexity by examining the Hong Kong stock market.

In comparison with other filtering methods, the authors find that the P-threshold approach extracts purely and significantly correlated stock pairs, which reflect the well-defined hierarchical structure of the market. In analyzing the dynamic stock networks with fixed-size moving windows, they show that three global financial crises, covered by the long-range time
series, can be distinguishing as indicated from the network topological and evolutionary perspectives. In addition, they find that the so-called assortativity coefficient can manifest the financial crises, and hence can serve as a useful indicator of financial market developments.

3 Statistical and Econometric Models

Another useful and practical suggestion is to develop statistical and econometric models in the areas related to management information, decision sciences, economics, and finance, as well as cognate disciplines. After developing mathematical models, one might consider developing some related statistical and econometric models. Researchers have developed several econometrics papers related to management information, decision sciences, economics, and finance, and these will be discussed in the following sub-sections.

3.1 Stochastic Dominance

Ng, Wong, and Xiao (2017) develop tests for stochastic dominance by translating the inference problem of stochastic dominance into a proposal for testing parametric restrictions in quantile regressions. Specifically, the tests are variants of the one-sided Kolmogorov-Smirnoff statistic with a limiting distribution of the standard Brownian bridge. The procedures for obtaining the critical values of the proposed test statistics are provided. The simulation results show their superior small size and good power properties. The authors apply estimation to the NASDAQ 100 and S&P 500 indices to investigate dominance relationship before and after major turning points. The empirical results show no evidence of arbitrage opportunities between the bear and bull markets.

Bai, Li, McAleer, and Wong (2015) derive the limiting process of stochastic dominance statistics for both risk averters and risk seekers where the underlying processes can be either dependent or independent. The authors take account of the dependency of the partitions and propose a bootstrap method to decide the critical points. In addition, they illustrate the applicability of the stochastic dominance statistics for both risk averters and risk seekers to analyse the dominance relationship between the Chinese and US stock markets for the entire sample period, as well as
the sub-periods before and after the various financial crises, including the internet bubble and the recent sub-prime crisis.

The empirical findings could be used to draw inferences on the preferences of risk averters and risk seekers in investing in the Chinese and US stock markets. The results also enable an examination as to whether there are arbitrage opportunities in these markets, whether these markets are efficient, and an analysis of whether investors are rational.

Bai, Li, Liu and Wong (2011) develop new statistics for both PSD and MSD of the first three orders. These statistics provide tools to examine the preferences of investors with S-shaped utility functions in prospect theory, as well as for investors with RS-shaped investors. The authors also derive the limiting distributions of the test statistics to be stochastic processes, and propose a bootstrap method for determining the critical points of the tests, as well as proving the consistency of the bootstrap tests. They illustrate the practical applicability of the proposed statistics by evaluating the preferences of investors with corresponding S-shaped and RS-shaped utility functions vis-a-vis returns on iShares and returns on traditional stocks and Internet stocks before and after the Internet bubble.


3.2 Portfolio Optimization

The literature has seen the development of several new and interesting theoretical results on portfolio optimization. When the dimension of the data is large, the theoretical model of the classical MV portfolio optimization developed by Markowitz (1952) has been found to have
serious problems in estimation. Substituting the sample mean and covariance matrix into the MV optimization procedure will result in a serious departure of the optimal return estimate, and the corresponding portfolio allocation estimate from their theoretic counterparts when the number of the assets can be large. We refer to the return estimate in this case as the “plug-in” return, and the corresponding estimate for the asset allocation as the “plug-in allocation.”

Bai, Liu, and Wong (2009a) prove that this phenomenon is normal, and refer to the development as “over-prediction.” In order to circumvent this over-prediction problem, the authors use a new method by incorporating the idea of the bootstrap into the theory of a large dimensional random matrix. They develop new bootstrap-corrected estimates for the optimal return and its asset allocation, and prove that these bootstrap-corrected estimates can correct analytically the over-prediction and also drastically reduce the error. Moreover, they show that the bootstrap-corrected estimate of return and its corresponding allocation estimate are proportionally consistent with their counterpart parameters.

Bai, Liu, and Wong (2009a) propose a bootstrap-corrected estimator to correct the overestimation, but there is no closed-form solution for the estimator, so it has to be obtained by using a bootstrap approach. As a result, it seems to have been difficult for practitioners to adopt the estimate in reality. In order to circumvent this limitation, Leung, Ng, and Wong (2012) develop a new and convenient estimator for the optimal portfolio return based on an unbiased estimator of the inverse of the covariance matrix and its related terms, and derive explicit formulae for the estimator of the optimal portfolio return.

Bai, Li, McAleer, and Wong (2016) improve the estimation issue further by using the spectral distribution of the sample covariance. They develop the limiting behavior of the quadratic form with the sample spectrally corrected covariance matrix, and explain the superior performance to the sample covariance as the dimension increases to infinity with the sample size proportionally. Moreover, the authors deduce the limiting behavior of the expected return and risk on the spectrally corrected MV portfolio, and illustrate the superior properties of the spectral corrected MV portfolio with a practical example.
In simulations, the authors compare the spectrally corrected estimates with the traditional and bootstrap-corrected estimates, and show the performance of the spectrally corrected estimates are the best in terms of portfolio returns, as well as for portfolio risk. They also compare the performance of the proposed estimation method with different optimal portfolio estimates for real S&P 500 data.

Mroua, Abid, and Wong (2017) investigate the impact of the sampling errors on the optimal portfolio weights and on financial investment decisions. They propose a new methodology that combines the re-sampling method, stochastic optimization algorithm, and nonparametric stochastic dominance (SD) approach to analyze a stochastic optimal portfolio choice for risk-averse American investors who care about the benefits of domestic diversification relative to that of international diversification. Thereafter, the authors conduct a comparative analysis of various domestic and international diversification strategies to define a stochastic optimal choice.

The authors find that reducing the sampling error increases the dominance relationships among different portfolios which, in turn, can alter portfolio investment decisions. Although international diversification is preferred in some cases, the empirical results show that, for risk-averse US investors, in general, there is no difference between the alternative diversification strategies. They also find that stochastic diversification in domestic, global, European, Australasian, and Far Eastern markets delivers superior risk returns for US risk averters during the various crisis periods.

It is worth noting that portfolio optimization can be used for big data as well as medium and small data. In the theory developed by Bai, Liu, and Wong (2009a, b), Leung, Ng, and Wong (2012), and Li, Bai, McAleer, and Wong (2017) explain that their theory holds when the observations tend to infinity. Academics and practitioners can use portfolio optimization in their analysis for big data, medium data, and small data. The extant literature of using portfolio optimization in their interesting and practical empirical analyses includes Abid, Mroua, and Wong (2009, 1013), Abid, Leung, Mroua, and Wong (2014), Hoang, Lean, and Wong (2015), Hoang, Wong, and Zhu (2015), among many others.
3.3 Risk Measures

Leung and Wong (2008) apply the technique of repeated measures design to develop the Multiple Sharpe ratio test statistic to test the hypothesis of the equality of the multiple Sharpe ratios. The authors also establish the asymptotic distribution of the statistic and its properties. In order to demonstrate the superiority of their proposed statistic over the traditional pairwise Sharpe ratio test, they illustrate their approach by testing the equality of Sharpe ratios for 18 iShares. Whereas the pairwise Sharpe ratio test show that the performance of all 18 iShares are indistinguishable, they reject the equality of the Sharpe ratios in each year, as well as for the entire sample. These empirical results suggest that the 18 iShares perform differently in each year, as well as for the entire sample period, with some outperforming other shares in the market.

Recent results in optimal stopping theory have shown that a ‘bang-bang’ (buy or sell immediately) style of trading strategy is, in some sense, optimal provided that the asset’s price dynamics follow certain familiar stochastic processes. Wong, Wright, Yam, and Yung (2012) construct a reward-to-variability ratio (that is, the mixed Sharpe ratio) that is sufficient for implementation of this strategy. The use of this ratio for optimal portfolio selection is discussed, and empirical evidence for its variations over time is found. The performances of the ‘bang-bang’ and ‘buy-and-hold’ trading strategies are compared, and the former is found to be significantly more profitable than the latter.

Bai, Wang, and Wong (2011) develop the mean-variance ratio statistic to test the equality of the mean-variance ratios, and prove that the proposed statistic is uniformly most powerful unbiased. In addition, the authors illustrate the applicability of the proposed test to compare the performances of stock indices. Thereafter, Bai, Hui, Wong, and Zitikis (2012) propose and develop mean-variance ratio (MVR) statistics for comparing the performance of prospects after the effect of the background risk has been mitigated. They investigate the performance of the statistics in large and small samples and show that, in the non-asymptotic framework, the MVR statistic produces a uniformly most powerful unbiased (UMPU) test.
The authors discuss the applicability of the MVR test in the case of large samples, and illustrate its superiority in the case of small samples by analyzing stock returns in Korea and Singapore after the impact of the American stock returns (which are viewed as background risk) has been deducted. They find, in particular, that when samples are small, the MVR statistic can detect differences in asset performances while the Sharpe ratio test, which is the mean-standard-deviation-ratio statistic, may not be able to do so.


3.4 Testing Investors’ Behavioral Models


It is worth noting that testing investors’ behavioral models developed by Lam, Liu, and Wong (2008, 2010), and Guo, McAleer, Wong, and Zhu (2017), can be used for big data, medium data and small data. Fabozzi, Fung, Lam, and Wong (2013) developed three tests, and use S&P data to test for the magnitude effect of short-term underreaction and long-term overreaction. Academics and practitioners can apply the convenient tests developed in Fabozzi, Fung, Lam, and Wong (2013) for a wide range of practical situations, such as data from international markets. The observations could be taken over a large number of years, so that the tests can be used especially for big data, as well as medium and small data.
Wong, Chow, Hon, and Woo (2017) conduct a questionnaire survey to examine whether the theory developed by Lam, Liu, and Wong (2008, 2010), and Guo, McAleer, Wong, and Zhu (2017), holds empirically by examining the conservative and representative heuristics by Hong Kong small investors who adopt momentum and/or contrarian trading strategies. It is worth noting that academics and practitioners could conduct a questionnaire survey on big data as well as medium and small data cases in this developing area.

### 3.5 Economic and Financial Indicators

The literature has developed some financial indicators and applied some economic indicators to examine several important economic issues. For example, Wong, Chew, and Sikorski (2001) develop a new financial indicator to test the performance of stock market forecasts by using E/P ratios and bond yields. They also develop two test statistics to use the indicator, and illustrate the practicality of the tests in several stock markets. The empirical results show that the forecasts generated from the indicator would enable investors to escape most of the crashes, and catch most of the bull runs.

The trading signals provided by the indicator can generate profits that are significantly better than the buy-and-hold strategy. Exploring the characteristics associated with the formation of bubbles that occurred in the Hong Kong stock market in 1997 and 2007, and the 2000 dot-com Nasdaq bubble, McAleer, Suen, and Wong (2016) establish trading rules that not only produce returns that are significantly greater than buy-and-hold strategies, but also produce greater wealth as compared with TA strategies without trading rules.

Chong, Cao, and Wong (2017) develop a new market sentiment index for the Hong Kong stock market, one of the largest stock markets in the world, by using the turnover ratio, short-selling volume, money flow, HIBOR, and returns of the US and Japanese markets, the Shanghai and Shenzhen Composite indices. Thereafter, the authors incorporate the threshold regression model with the sentiment index as a threshold variable to capture the state of the Hong Kong stock market. It can be established empirically that the trading rule which sells (buys) the HSI or
S&P/HKEx LargeCapIndex when the sentiment index is above (below) the upper threshold value can beat the buy-and-hold strategy.

Sethi, Wong, and Acharya (2017) examine the sectoral impact of disinflationary monetary policy by calculating the sacrifice ratios for several OECD and non-OECD countries. Sacrifice ratios calculated through the episode method reveal that disinflationary monetary policy has a differential impact across three sectors in both OECD and non-OECD countries. Of the three sectors, the industry and service sectors show significant output loss due to a tight monetary policy in OECD and non-OECD countries.

The agricultural sector shows a differential impact of disinflation policy. In particular, the empirical analysis shows a negative sacrifice ratio in OECD countries, indicating that output growth is not significantly affected by a tight monetary policy, while non-OECD countries yield positive sacrifice ratios, suggesting that the output loss is significant. Furthermore, it is observed that sacrifice ratios calculated from aggregate data are different from ratios that are calculated from sectoral data.

Financial indicators and economic indicators can be used for big data, medium data, and small data. For example, Wong, Chew, and Sikorski (2001) use their indicator to test for markets from the USA, UK, Japan, Germany, and Singapore. This is not especially big data. Academics and practitioners could use the indicators to test for international stock markets. They can use it to test not only for stock markets, but also for any financial products, and so it can be used to test in cases of big data.

Similarly, Sethi, Wong, and Acharya (2017) apply the sacrifice ratios to examine the sectoral impact of disinflationary monetary policy for several OECD and non-OECD countries, which would not necessarily be regarded as an application to big data. However, academics and practitioners can apply the sacrifice ratios to examine the sectoral impact of disinflationary monetary policy for all the countries in the world, this would lead to a much bigger data set that could encompass big data.
3.6 Technical Analysis

The new financial indicator introduced by Wong, Chew, and Sikorski (2001) to test the performance of stock market forecasts can be classified as technical analysis. Substantial research has been undertaken in technical analysis. For example, Wong, Manzur, and Chew (2003) use technical analysis to signal the timing of stock market entry and exit. The authors develop test statistics to test the performance of the most established of the trend followers, namely the Moving Average (MA), and the most frequently used counter-trend indicator, namely the Relative Strength Index. Using data for Singapore, the empirical results indicate that the indicators can be used to generate significantly positive returns. It is also found that member firms of the Singapore Stock Exchange tend to enjoy substantial profits by applying technical indicators.

Wong, Du, and Chong (2005) evaluate the profitability of applying technical analysis that signals the entry and exit from the stock market in three Greater Chinese stock markets, namely the Shanghai, Hong Kong and Taiwan Stock Exchanges. Applying the trading signals generated by the MA family to these inter-connected markets shows that significantly positive returns can be generated, which outperform the buy-and-hold strategy. The cumulative wealth obtained also surpasses that of the buy-and-hold strategy, regardless of transaction costs. In addition, the authors examine the performance of the MA family before and after the 1997 Asian Financial Crisis, and find that the MA family works well in both sub-periods, as well as in different market conditions of bull runs, bear markets, and mixed markets.

The finding that technical analysis can forecast the directions of these markets implies that the three Greater China stock markets are not efficient. Lam, Chong, and Wong (2007) examine whether a day’s surge or plummet in stock prices can serve as a market entry or exit signal. Returns of five trading rules based on 1-day and intraday momentum are estimated for major world stock indices, and it is found that the trading rules perform well for the Asian indices, but not for stock indices in Europe and USA.
Kung and Wong (2009a) investigate whether these measures have led to lower profitability for those investors who employ technical rules for trading stocks. Their results show that the three trading rules consistently generate higher annual returns for 1988-1996 than those for 1999-2007. Furthermore, these measures generally perform better than the buy-and-hold (BH) strategy for 1988-1996, but perform no better than the BH strategy for 1999-2007.

These empirical findings suggest that the efficiency of the Singapore stock market has been considerably enhanced by the measures implemented after the various financial crises. Kung and Wong (2009b) use two popular technical trading rules to assess whether the gradual liberalization of Taiwan’s securities markets has improved the efficiency of its stock market. The empirical results show that the two rules have considerable predictive power for 1983-1990, become less predictive for 1991-1997, and cannot predict the market usefully for 1998-2005. These results indicate that the efficiency of the Taiwan stock market has been greatly enhanced by the liberalization measures that have been implemented over the past 20 years.

The above studies examine technical analysis for reasonably big data. In addition, academics and practitioners can apply technical analysis to examine the performance of a larger number of stock markets, as well as other financial markets with bigger data sets.

3.7 Cost of Capital

Gordon and Shapiro (1956) develop the dividend yield plus growth model for individual firms, while Thompson (1985) improves the theory by combining the model with an analysis of previous dividends to estimate the cost of capital and its ‘reliability’. Thompson and Wong (1996) extend the theory by obtaining estimates for the cost of equity capital and its reliability. Wong and Chan (2004) extend the theory further by developing estimators for the reliability, and prove that the estimators are consistent. It is worth noting that estimation for the cost of equity capital and its reliability can be used for big data, medium data, and small data, making it a worthwhile method in practice.

3.8 Robust Estimation
Bian and Dickey (1996) develop a robust Bayesian estimator for the vector of regression coefficients using a Cauchy-type g-prior. This estimator is an adaptive weighted average of the least squares estimator and the prior location, and has substantial robustness properties with respect to flat-tailed sampling distribution. Wong and Bian (1997) develop an alternative approach to estimate regression coefficients, while Wong and Bian (2000) introduce the robust Bayesian estimator developed by Bian and Dickey (1996) to the estimation of the Capital Asset Pricing Model (CAPM), in which the distribution of the error component is well known to be flat-tailed. In order to support their proposal, the authors apply both the robust Bayesian estimator and the least squares estimator in the simulation of the CAPM, and in the analysis of the CAPM for US annual and monthly stock returns.

Their simulation results show that the Bayesian estimator is robust and superior to the least squares estimator when CAPM is contaminated by large normal and/or non-normal disturbances, especially by Cauchy disturbances. In their empirical study, the authors find that the robust Bayesian estimator is uniformly more efficient than its least squares counterpart in terms of the relative efficiency of one-step ahead forecast mean square error, especially in small samples. They introduce the robust Bayesian estimator developed by Bian and Dickey (1996) as this robust Bayesian estimator is adaptive, and markedly robust with respect to a flat-tailed sample distribution. However, to date few papers seem to have used this estimator in practice.

The estimator is adaptive and robust in the sense that, if the sample is adequate, that is, without extreme observations and outliers, the estimator will concentrate on using the sample information. On the other hand, if there are many outliers in the sample, the robust Bayesian estimator will rely on using information from the prior. To date, the estimator developed in Bian and Dickey (1996) seems to be the only approach that has this feature, and so its use is recommended. It is worth noting that the robust Bayesian estimator can be used for the trilogy of big data, medium data, and small data.

3.9 Unit Roots, Cointegration, Causality Tests, and Nonlinearity
The literature has published a number of tests that are related to unit roots, cointegration, causality, and nonlinearity, which will be discussed in the following sections.

Tiku and Wong (1998) develop a unit root test to analyse if data follow an AR(1) model. The authors suggest use of the three moment chi-square and four moment F approximations to test for a unit root in an AR(1) model when the innovations arise from one of a wide family of symmetric Student’s t distributions.

In cointegration theory, vector error-correction models (VECMs) have become an important means of analysing cointegrating relations. Usual full-order VECMs assume all non-zero entries in the coefficient matrices. However applications of VECMs to economic and financial time series data have revealed that zero entries are indeed possible. If indirect causality or Granger non-causality exists among the variables, the use of a full-order VECM may conclude incorrectly that there is Granger causality among the variables.

In addition, the statistical and numerical accuracy of the cointegrating vectors estimated in a misspecified full-order VECM will be doubtful. It is argued that the zero-non-zero (ZNZ) patterned VECM is a more straightforward and effective means of testing for both indirect causality and Granger non-causality. Penm, Terrell and Wong (2003) present simulations and an empirical application that demonstrate the usefulness of the ZNZ-patterned VECM.

Lam, Wong, and Wong (2006) develop some properties for the autocorrelation of the \( k \)-period returns for the general mean reversion (GMR) process, in which the stationary component is not restricted to the AR(1) process but takes the form of a general ARMA process. The authors derive several properties of the GMR process and three new nonparametric tests that compare the relative variability of returns over different horizons to validate the GMR process as an alternative to a random walk process. They also examine the asymptotic properties of the tests, which can be applied to identify random walk models from the GMR processes.

The traditional linear Granger causality test has been used widely to examine linear causality among several time series processes in both bivariate and multivariate settings. Hiemstra and

A Monte Carlo simulation is conducted to demonstrate the superiority of the newly proposed multivariate test over its bivariate counterpart. In addition, the authors illustrate the applicability of the proposed test to analyse the relationships among different Chinese stock market indices. Bai, et al. (2017) improve the properties of the statistics by re-estimating the probabilities and re-establishing the central limit theorem of the new test statistic. They also conduct simulations to show that the new estimates are consistent, and that the new test has low size and high power. Chow, Cunado, Gupta, and Wong (2017) modify the multivariate nonlinear causality test so that it can also be used for panel data models.

Hui, Wong, Bai, and Zhu (2017) propose a simple and efficient method to examine whether a time series $Y_t$ possesses any nonlinear features by testing dependence that might remain in the residuals after fitting $Y_t$ using a linear model. The advantage of the proposed nonlinearity test is that it is not necessary to know the exact nonlinear features and the detailed nonlinear forms of the stochastic process underlying $Y_t$. The procedure can also be used to test whether the hypothesized model, including linear and nonlinear components, is appropriate if the residuals of the model can be obtained from the estimated model. Simulation experiments show that the new test is stable and powerful. The authors apply the new statistic to test whether there are any nonlinear features in sunspot data, and whether the S&P 500 index follows a random walk. The conclusions drawn regarding the new test are consistent with the outcomes from other tests.

Academics and practitioners can apply unit root, cointegration, causality, and nonlinearity tests in many different areas for big data, medium data, and small data. The extant literature for applying unit root, cointegration, causality, and nonlinearity tests includes Wong, Penm, Terrell, and Lim (2004), Wong, Khan, and Du (2006), Qiao, Liew, and Wong (2007), Foo, Wong, and Chong (2008), Qiao, Smyth, and Wong (2008), Qiao, Chiang, and Wong (2008), Chiang, Qiao,

### 3.10 Confidence Intervals

Homm and Pigorsch (2012) use the Aumann and Serrano index to develop a new economic performance measure (EPM), which is well known to have advantages over other measures. Niu, Guo, McAleer, and Wong (2017) extend the theory by constructing a one-sample confidence interval of EPM, and construct confidence intervals for the differences in EPMs for two independent samples. The authors also derive the asymptotic distribution for EPM and the difference in two EPMs when the samples are independent. They conduct simulations to show that the proposed theory performs well for one and two independent samples.

Simulations show that the proposed approach is robust in the dependent case. The theory developed is used to construct both one-sample and two-sample confidence intervals of EPMs for Singapore and US stock indices. It is noted that confidence interval estimation could be used for big data, medium data, and small data. It is also worth noting that the theory of confidence intervals for EPM developed by Niu, Guo, McAleer, and Wong (2017) can be used to develop the theory of confidence intervals for any risk measure or economic indicator which, in turn, could be used to construct confidence intervals for big data, medium data, and small data.

### 3.11 Mixture of Distributions Model

Andersen (1996) introduces a modification of the mixture of distributions model based on microstructure arguments. Based on a small sample of five stocks, he infers that a modified mixture of distributions (MMD) model adequately captures the joint behavior of trading volume and volatility. Fong and Wong (2006) re-examine this claim using a larger sample of twenty-two stocks and two sample periods. Their tests show that 59% of the sample rejects the MMD model in the period 1973-1991, which is the same period as examined in Andersen (1996). The empirical results for the second period (1993-1999) are more supportive of MMD, especially for the number of trades, although nearly one-third of the sample still rejects the MMD. The authors
conclude that further investigation is needed before the general validity of the MMD can be established.

3.12 Repeated Time Series

Wong and Miller (1990) develop a theory and methodology for repeated time series (RTS) measurements for an autoregressive integrated moving average-noise (ARIMAN) process. The theory enables academics and practitioners to relax the normality assumption in the ARIMAN model and to identify models for each component process of the time series. The authors also discuss the properties, estimation, and forecasting of RTS ARIMAN models, and provide illustrative examples. Wong, Miller, and Shrestha (2001) extend the RTS model where the fundamental component follows an ARMA process. In the model, the error variance and the number of repetitions are allowed to change over time. It is shown that the model is identified, and the maximum likelihood estimator is derived using the Kalman filter technique.

3.13 Multinomial Distribution Model

Matsumura, Tsui, and Wong (1990) extend the procedure developed in Tsui, Matsumura, and Tsui (1985), which is based on a multinomial distribution model within the dollar-unit sampling framework, with a Dirichlet prior distribution. The extended model and a different Dirichlet prior are used in the analysis to generate upper and lower bounds, as well as two-sided confidence intervals, for situations in which both understatement and overstatement errors are possible. The simulation results indicate that the calculated confidence levels of the proposed estimates are usually close to or greater than the nominal levels in repeated sampling for the populations that are investigated.

3.14 Other Econometric Models/Tests

Researchers have been developing a wide range of alternative econometric models and statistical tests in the literature, some of which will be presented and discussed in the following section.
Tiku, Wong, Vaughan, and Bian (2000) consider AR($q$) models for time series data with non-normal innovations that are represented by a member of a wide family of symmetric Student’s t distributions. As the ML (maximum likelihood) estimators are intractable, the authors derive the MML (modified maximum likelihood) estimators of the parameters, and show that they are efficient. They use the estimators for hypothesis testing, and show that the resulting tests are robust and powerful.

Tiku, Wong, and Bian (1999a) extend the previous work by considering AR($q$) models in time series with asymmetric innovations that are represented by two families of distributions, namely (i) gamma with support IR : (0, $\infty$), and (ii) generalized logistic with support IR:($-\infty, \infty$). As the ML (maximum likelihood) estimators are intractable, the authors derive the MML (modified maximum likelihood) estimators of the parameters and show that they are efficient and computationally straightforward. The authors investigate the efficiency properties of the classical LS (least squares) estimators, and find that the efficiency relative to the proposed MML estimators is low.

Tiku, Wong, and Bian (1999b) estimate the coefficients in a simple regression model with autocorrelated errors, where the underlying distribution is assumed to be symmetric, namely one of the Student’s t family for illustrative purposes. Closed-form estimators are obtained, and are shown to be efficient and robust. Wong and Bian (2005) extend the results to the case where the underlying distribution is a generalized logistic distribution. The generalized logistic distribution family represents very wide range of skewed distributions, from highly right skewed to highly left skewed. Analogously, the authors develop MML estimators as the ML (maximum likelihood) estimators are intractable for generalized logistic data. The authors analyse the asymptotic properties of the proposed estimators and conduct simulation experiments to examine the finite sample properties of the estimators.

Bian and Dickey (1996) develop a robust Bayesian estimator for the vector of regression coefficients using a Cauchy-type g-prior. This estimator is an adaptive weighted average of the least squares estimator and the prior location, and is robust with respect to a fat-tailed sample distribution. Wong and Bian (2000) introduce the robust Bayesian estimator to the estimation of
the Capital Asset Pricing Model (CAPM), in which the distribution of the error component is well known to be fat-tailed.

In order to support their proposal, the authors apply both the robust Bayesian estimator and the least squares estimator in the simulation of the CAPM and in the analysis of the CAPM for US annual and monthly stock returns. The simulation results show that the Bayesian estimator is robust and superior to the least squares estimator when CAPM is contaminated by large normal and/or non-normal disturbances, especially by Cauchy disturbances. In the empirical analysis, the authors find that the robust Bayesian estimator is uniformly more efficient than the least squares estimator in terms of the relative efficiency of one-step ahead forecast mean square errors, especially in small samples.

Bian, McAleer, and Wong (2013) develop a modified maximum likelihood (MML) estimator for the multiple linear regression model with underlying Student’s t distribution. The authors obtain the closed-form solution of the estimators, derive the asymptotic properties, and demonstrate that the MML estimator is more appropriate for estimating the parameters of CAPM by comparing its performance with least squares estimators (LSE) on monthly returns of US portfolios. The empirical results reveal that the MML estimators are more efficient than their least squares counterparts in terms of the relative efficiency of the one-step-ahead forecast mean square errors in small samples.

Bian, McAleer, and Wong (2011) develop a new test, the trinomial test, for pairwise ordinal data samples to improve the power of the sign test by modifying its treatment of zero differences between observations, thereby increasing the use of sample information. The simulations demonstrate the power superiority of the proposed trinomial test statistic over the sign test in small samples in the presence of tie observations. The authors show that the proposed trinomial test has substantially higher power than the sign test in large samples, and also in the presence of tie observations, as the sign test ignores information from observations that result in ties.

It is worth noting that all of the above estimation and testing methods could be used for big data, medium data, and small data.
4 Simulations

After developing statistical theories for Big Data, Computational Science, Economics, Finance, Marketing, Management, and Psychology, academics and practitioners could consider conducting simulations to examine whether the estimators or statistics in their theories on estimation and hypothesis testing have small size and high power in finite samples. We have been conducting simulations to examine whether the new estimators are consistent, and if the statistics in the new theories on hypothesis testing have adequately small size and high power in finite samples. For example, Tiku and Wong (1998) conduct simulations to examine whether their unit root test has small size and high power.

Tiku, Wong, and Bian (1999) consider AR($q$) models in time series with asymmetric innovations represented by the gamma and generalized logistic distributions. They derive the MML (modified maximum likelihood) estimators of the parameters and show that they are efficient. Thereafter, they conduct simulations to examine whether their estimators have small size and high power in finite samples. Tiku, Wong, and Bian (1999a) develop the theory to estimate the coefficients in a simple regression model with autocorrelated errors with the Student’s $t$ distribution.

Thereafter, the authors conduct simulations to examine whether their estimators have small size and high power in finite samples. Tiku, Wong, Vaughan, and Bian (2000) consider AR($q$) models for time series data with non-normal innovations that are represented by a member of a wide family of symmetric Student’s $t$ distributions. The authors derive the MML estimators of the parameters and show that they are efficient, use the estimators for hypothesis testing, and conduct simulation experiments to show that the resulting tests are robust and powerful.

After checking that the new theories on estimation and hypothesis lead to consistent estimators, and small size and high power in finite samples, respectively, academics and practitioners could then apply the theories to analyse some interesting and practical issues arising in the presence of big data, medium data, and small data.
5 Empirical Studies

After developing theoretical models and econometric and statistical models to estimate the parameters in the associated models, academics and practitioners could then apply their theories to analyse some interesting and practical issues in the six disciplines and associated cognate disciplines.

5.1 Applications in Economics and Finance

Readers may refer to Chang, McAleer, and Wong (2016a) for applying the theoretical models and econometric and statistical models and tests to behavioral, financial, health, and medical economics; to Chang, McAleer, and Wong (2016b) for applying the theoretical models and econometric and statistical models and tests to informatics, data mining, econometrics and financial economics; to Chang, McAleer, and Wong (2016c) for applying the theoretical models and econometric and statistical models and tests to management science, economics and finance; and to Chang, McAleer, and Wong (2017a) for applying the theoretical models and econometric and statistical models and tests to management information, decision sciences, and financial economics.

Chang, McAleer, and Wong (2017b) apply the theoretical models and econometric and statistical models to big data, computational science, economics, finance and management. Academics and practitioners could apply their theories to other financial economic problems. For example, Batai, Chu, Lv, and Wong (2017) examine the factors that maintain a long-run equilibrium, short-run impact, and causality with the exchange rate of Mongolia over China to shed light on exchange rate determination. Cointegration analysis as applied to the problem shows that, in the long run, the gross domestic product (GDP) of China and the index of world price have significantly positive effects, while Mongolia’s GDP and the Shanghai stock index have significantly negative effects on the Mongolian exchange rate.
The authors reveal the existence of short-run dynamic interactions and strongly significant multivariate linear and nonlinear causality from all the explanatory variables to the Mongolian exchange rate. In addition, they observe that there is strong linear causality from each of the respective GDP of Mongolia and China and the index of world price to the Mongolian exchange rate, but not from the index of world price. Moreover, there is strongly significant nonlinear causality from the Shanghai stock index to the Mongolian exchange rate, and weakly significant nonlinear causalities from both the GDP of China and the index of world price to the Mongolian exchange rate, but not from Mongolia’s GDP. The empirical findings should be useful to investors, manufacturers, and international trading firms for investment decision making, and also to policy makers for their decisions regarding both monetary and fiscal policies that could affect the Mongolian exchange rate.

Bouri, Gupta, Wong, and Zhu (2017) examine the role of wine investment within a portfolio of different assets (US/UK equities, bonds, gold, and housing) by considering a rich methodology based, among others, on the mean-variance and stochastic dominance approaches. The authors discover that wine is the best investment among all individual assets under investigation. It seems that investors prefer to invest in with-wine portfolios than without-wine portfolios in order to gain higher expected utility when short sales are not allowed. However, investors are indifferent between portfolios with-wine and without-wine when short selling is allowed.

In addition, with-wine portfolios generally either dominate individual assets or are indifferent from individual assets. Interestingly, the with-wine portfolios first-order stochastically dominates housing in both long-only and short-allowed strategies, pointing towards market inefficiency and therefore the possibility of expected arbitrage opportunities. Finally, the authors reveal that investors prefer the low risk with-wine portfolios to the equal-weighted portfolio, but are indifferent between the high risk with-wine portfolios and the naïve portfolio for both long-only and short-allowed strategies. The empirical findings can be used by investors in their investment decision making processes, and reveal the possibility of earning abnormal returns when wine is included in an investment portfolio.
Manzur, Wong, and Chau (1999) use a new measure of real exchange rates as an indicator of international competitiveness. This new measure involves defining all prices and exchange rates on an appropriately weighted basket of currencies rather than on a single currency. The new measure is applied to data for Japan, Korea, Thailand, Malaysia and Singapore. For comparative purposes, the authors calculate real exchange rates based on purchasing power parity (PPP) for these countries. In order to check for the relative performance of the two measures, cointegration tests are used.

The empirical results indicate that the new measure tends to be closely related with export growth for the sample countries, while the PPP-based measure is not. Moreover, the PPP-based real exchange rates tend to understate the measures of competitiveness for these countries. This empirical result has important implications in terms of the levels of the exchange rates for these countries, as well as for the well-known Balassa hypothesis.

Phang and Wong (1997) find that interest rates, income growth rates and the supply of housing have not played a statistically significant role in the determination of private housing prices in Singapore between 1975 and 1994. Instead, private housing prices in Singapore are found to be highly correlated with the prices for public sector-built housing. Moreover, the timing of government policies relating to the use of compulsory savings for private housing finance purposes, the liberalisation of rules on public housing ownership criterion and for housing finance had significant impacts on private housing prices.

Phang, Wong, and Chia (1996) examine the policy processes behind Singapore’s car quotas. The policy, when filtered through the market mechanism, had a number of unintended consequences. The public’s dissatisfaction with certain features and ‘loopholes’ of the system resulted in many changes to the rules. The effects of recent measures to curb speculation on quota premiums are also evaluated, and problems with Singapore’s Weekend Car Scheme are also discussed. The lesson for transport policy makers elsewhere is that, in attempting to deal with the road congestion problem through car ownership policies, an asset market for vehicles should be taken into account to enable a more comprehensive analysis.
The Indian stock market is one of the earliest in Asia, having been in operation since 1875, but it remained largely outside the global integration process until the late 1980s. A number of developing countries, together with the International Finance Corporation and the World Bank, took steps in the 1980s to establish and revitalize their stock markets as an effective way of mobilizing and allocating finance. In line with global trends, the reform of the Indian stock market began with the establishment of the Securities and Exchange Board of India in 1988.

Wong, Agarwal, and Du (2004) empirically investigate the long-run equilibrium relationship and short-run dynamic linkage between the Indian stock market and the stock markets in major developed countries, such as USA, UK and Japan, after 1990 by examining the Granger causality relationship and the pairwise, multiple and fractional cointegration between the Indian stock market and the stock markets from the three developed markets.

The authors conclude that the Indian stock market is integrated with mature markets and is sensitive to the dynamics in these markets in the long run. In the short run, both US and Japan Granger cause the Indian stock market, but not vice-versa. In addition, the authors find that the Indian stock index and the mature stock indices form a fractionally cointegrated relationship in the long run with a common fractional, nonstationary component, and find that the Johansen estimation and testing method is the most powerful in revealing the underlying cointegration relationship.

Xiao, Brooks, and Wong (2009) explore the relationship between volume and volatility in the Australian Stock Market in the context of a generalized autoregressive conditional heteroskedasticity (GARCH) model. In contrast to other studies that examine only the interaction of GARCH and volume effects on a small number of stocks, the authors examine the effects on the entire data set that is available for the Australian All Ordinaries Index. They also emphasize the impact of firm size and trading volume as important explanatory factors. It is found that GARCH model testing and estimation is impacted by firm size and trading volume.

Specifically, the empirical analysis produces the following major findings. First, daily trading volume, used as a proxy for information arrival time, is typically shown to have significant
explanatory power regarding the variance of daily returns. Second, the actively traded stocks, which may have a larger number of information arrivals on a daily basis, have a larger impact of volume on the variance of the daily returns. Third, the authors find that low trading volume and small firms lead to a higher persistence of GARCH effects in the estimated models. Fourth, unlike the elimination effect for the top most active stocks, in general, the elimination of both autoregressive conditional heteroskedasticity (ARCH) and Generalised ARCH (GARCH) effects, by introducing the volume variable on all other stocks, on average, is not as much as that for the top most active stocks. Fifth, the elimination of both ARCH and GARCH effects by introducing the volume variable is higher for stocks in the largest volume and/or the largest market capitalization quartile group.

The empirical findings imply that the earlier findings in the literature were not a statistical mistake, and that, unlike most perceived anomalies, the volume effect on volatility is not likely to be eliminated after its discovery. In addition, the empirical findings reject the pure random walk hypothesis for stock returns.

Current integration and co-movements among international stock markets has been boosted by increased globalization of the world economy, and profit-chasing capital surfing across borders. With a reputation as the fastest growing economy in the world, China’s stock market has continued gaining momentum in recent years, and incurred growing attention from academics, as well as practitioners. Taking into account economic and geographical considerations, the US and Hong Kong are considerably the most comparable stock markets to China. The usual vector error correction model (VECM) could overlook the long memory feature of the cointegration residual series which can, in turn, exert bias on the resulting estimators and statistical inference.

In order to overcome its limitations, Zheng, Chen, and Wong (2009) use a fractionally integrated VECM (FIVECM) to investigate the long-term cointegration relationships that bind China’s stock market to the aforementioned stock markets. In addition, by augmenting the FIVECM with a multivariate GARCH model, the returns transmission and volatility spillovers between market return series were revealed simultaneously. The empirical results show that China’s stock market is fractionally cointegrated with the two markets. Moreover, it also appears that China’s stock
market has stronger ties with the neighboring Hong Kong market than with the world superpower financial market, namely the USA.

5.2 Applications in Psychology, Marketing, and Management

In this section, we discuss in some detail several applications to marketing, management, and psychology. In the above section, we discussed Chang, Wong, Teo, and Fam (1997), Chang, Wong, and Teo (2000), Chang, Wong, and Koh (2003), Liao, Shi, and Wong (2012, 2014), Liao and Wong (2008), Moslehpour, Wong, Aulia, and Pham (2017), Moslehpour, Wong, Lin, and Huyen (2017). For further detailed analysis, the interested reader is referred to Chang, McAleer, and Wong (2016a, c, 2017a, b).

In what follows, we will discuss some other relevant papers that may make a significant contribution to understanding perceptions, personality and technology data in the future. For example, Moslehpour, Pham, Wong, and Bilgiçli (2017) propose a new model by partially combining personality traits (PT) and the Technology Acceptance Model (TAM) attributes to examine the influences of personality characteristics (such as conscientiousness and openness), and perception of technology (such as perceived usefulness and perceived ease of use) on e-purchase intentions.

The authors use a truncated sampling technique and survey questionnaire to target the sample of Taiwanese online consumers and collect data. They find that consciousness (CON) (personality attribute) significantly influences perceived usefulness (PU) (technology perception attributes), perceived ease of use (PEOU) (technology perception attributes), and openness to experience (OPE) (personality attribute). PU, PEOU, and OPE have significant impacts on e-purchase intentions (INT). PEOU has the strongest positive impact on (INT). In addition, PU, PEOU, and OPE combined together mediate the relationship between CON and INT. Further post hoc analysis of mediation shows that both PU and PEOU are sustainable mediators. However, OPE is not a significant mediator.

6 Concluding Remarks
In this paper, we discussed a number of theoretical models in the areas of utility functions, stochastic dominance for risk averters and risk seekers, stochastic dominance for investors with S-shaped and reverse S-shaped utility functions, stochastic dominance theory for investors with both risk-averse and risk-seeking components, almost stochastic dominance, portfolio optimization, Sharpe ratio, Value-at-Risk (VaR), and Conditional VaR (CVaR), Omega ratio, first- and high-order risk measures, cost of capital, behavioral models, indifference curves, diversification, two-moment decision model, dynamic models with background risk, regret-aversion, contagion, covariance and copulas, and stock network, among other topics.

We discussed several econometric and statistical models in the areas of stochastic dominance, portfolio optimization, risk measures, testing investors’ behavioral models, analysed economic and financial indicators, technical analysis, cost of capital, unit roots, cointegration, causality tests, nonlinearity, confidence intervals, mixtures of distributions model, repeated time series, multinomial distribution model, and other econometric models and tests.

The paper also discussed research in simulation, and several applications in decision sciences, economics, finance, business, computing, and big data, as well as in cognate disciplines. Finally, we have discussed why analyzing big data is different from analyzing medium data or small data. Interested readers may wish to refer to Chang, McAleer, and Wong (2017b) for a discussion as to why analysing big data is different from analyzing medium data or small data.
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