1. INTRODUCTION

Since 1988 the scientific findings on atmospheric, oceanic, and land changes and the potential for human-induced changes in the Earth’s climate have been reviewed and summarized by the Intergovernmental Panel on Climate Change (IPCC) (IPCC 1990, 1996, 2001, 2007). Observational evidence shows that global surface temperature increased during the 20th century. In fact, the increase during the second half of the 20th century is very likely higher than during any other 50 yr period in the last 500 yr (IPCC 2007). The main conclusion of the most recent IPCC report is that this trend is very likely anthropogenically-forced, mainly by the increase in emissions of greenhouse gases and aerosols, changes in land uses, and deforestation. This conclusion has led scientists to define a new geological epoch: the Anthropocene (Falkowski et al. 2000).

The IPCC (IPCC 2007) estimates that the current global temperature is 0.8°C above the pre-industrial level, defined as the 1850–1899 average. But this trend has not been temporally homogeneous. The most significant warming has taken place since the mid-1970s, with the highest values occurring in the last 2 decades. Europe has warmed slightly more than the global average. The temperature in Europe is now 1°C above pre-industrial levels. Furthermore, on a seasonal scale, Europe warmed most in spring and summer. A particularly significant warming has been observed in the past 50 yr over the Iberian Peninsula, IP (Castro et al. 2005, EEA 2008). The rate of warming over the IP has been estimated to be 0.48°C decade\(^{-1}\) for the period 1973 to 2005 (Brunet et al. 2007). This increase also implies changes in extreme values (Alexander et al. 2006, IPCC 2007).
Precipitation is more variable than temperature, both spatially and temporally, and hence precipitation changes have larger uncertainties than those of temperature. Over the period 1900 to 2005, precipitation increased significantly in northern Europe whereas a decline was observed across the Mediterranean (IPCC 2007). In the particular case of the IP this trend cannot be confirmed, partly due to the complex patterns of precipitation in the area (Rodríguez-Puebla et al. 1998). For instance, using 10 stations across the IP with reliable precipitation data for the period 1946 to 1998, no significant trend is detectable (Klein Tank et al. 2002). Other studies, taking into account different stations and periods, have observed a general trend towards increasing precipitation in the northern part of the IP and either no discernible trend or a decreasing one for the central and southern regions (Esteban-Parra 1998, Rodrigo et al. 1999). There is also a significant decreasing trend in spring (Serrano et al. 1999, García et al. 2002, Muñoz-Díaz & Rodrigo 2004), and it is particularly acute in March (Paredes et al. 2006). Moreover, for the whole IP, the general behavior is a decrease in the daily intensity of rainfall, while the number of wet days does not reveal pronounced changes (Rodrigo & Trigo 2007). These changes in precipitation and temperature drive concomitant changes in other variables such as river runoff, soil moisture, and drought frequency or intensity (IPCC 2007).

Other aspects of climate such as sea level rise (SLR) or sea surface temperature (SST) show significant trends over the most recent decades. Global average sea level rose at an average rate of 1.8 cm decade\(^{-1}\) over the period 1961 to 2003 (IPCC 2007). Recent results from satellites and tide gauges indicate a higher average rate of global SLR in the past 15 yr of about 3.1 cm decade\(^{-1}\) (Rahmstorf 2007). In Europe, SLR ranged from –0.3 to 2.8 cm decade\(^{-1}\) (Haigh et al. 2009). Along the northern coast of Spain, this rate has been calculated for 3 different tide gauges, all recording similar values (Marcos et al. 2005). Trends in SLR and regional scenarios of SLR and their impacts on coastal habitats have been analyzed throughout the 21st century (Aratójo & Pugh 2008, Chust et al. 2010). Following the well-documented warming of global landmasses, SSTs around Europe have also increased faster than the global average (EEA 2008). On the Atlantic side of the IP, recent research shows that coastal SSTs increased by about 0.2°C decade\(^{-1}\) during the period 1985 to 2005 (Gómez-Gesteira et al. 2008). This behavior was put in context by de Castro et al. (2009), who observed an SST increase in the Bay of Biscay of about 0.22°C decade\(^{-1}\) for the period 1974 to 2007. Those authors also pointed out the existence of different warming-cooling cycles during the last century. Trends and anomalies in SST over the last 60 yr were also analyzed by Goikoetxea et al. (2009) in the southeastern region of the Bay of Biscay.

Changes in the circulation of the atmosphere and underlying oceans are also part of climate change. It is worth noting that the present study region (northwest IP) lies within the mid-latitude belt of the westerlies. Important for the climate of this region is the prevailing westerly circulation that brings the oceanic air masses inland. Stronger advection from the west brings milder and wetter weather and stronger winds, especially in autumn and winter. Weaker and blocked westerly circulation patterns lead to generally colder and drier winters and hotter and drier summers. A general picture of the atmospheric circulation of the North Atlantic includes a poleward shift in storm-track location (Wang et al. 2006), although long-term changes in extratropical storm activity becomes difficult to discern because of the noise present in the observations (IPCC 2007). Blocking activity seems to be less intense over the North Atlantic region throughout the most recent decades, with statistically significant decreases in events and duration (Barriopedro et al. 2006), while cut-off lows, as the other main feature of the circulation, appear to have an inter-annual variability (Nieto et al. 2005). In this general context, the IP climate is strongly influenced by its position within the northern mid-latitudes, and its location between the Atlantic Ocean and the Mediterranean Sea, as well as the existence of 2 important mechanisms of atmospheric moisture and instability—the precipitation regime in the northern and western edges of the IP is strongly affected by the location of the Atlantic storm tracks, whereas the interior and the eastern half of the IP is affected by both large-scale synoptic systems from the Atlantic and convective precipitation originating over the Mediterranean (Trigo et al. 1999, Trigo & Da-Camara 2000, Castro et al. 2005). The orography of the IP has a strong influence on the way that baroclinic perturbations and convective systems affect the local climate. Furthermore, the IP has 2 further characteristics that influence precipitation variability across the region, namely: (1) its location toward the southern margin of the Atlantic westerly belt (Zhu & Newell 1998), the main large scale feature providing moisture at mid-latitudes, and (2) its location in southwestern Europe, which results in the variability of precipitation in some parts of the IP reflecting the connection to the large-scale North Atlantic atmospheric circulation (von Storch et al. 1993, Serrano et al. 1999, Trigo & Palutikof 2001).

Variability modes of the atmosphere are of paramount importance to the study of regional climate change. The most important mode of variability in the North Atlantic area is the North Atlantic Oscillation (NAO, e.g. Trigo et al. 2002). NAO is a large-scale fluc-
tuation in atmospheric pressure in the Atlantic Ocean between high pressure near the Azores and low pressure near Iceland. This mode of variability exerts a dominant influence on climate over many parts of Europe (e.g., Hurrell 1995). In the decades from the 1960s to the 1990s, NAO had a positive trend that some authors related to an anthropogenically induced climate change (Feldstein 2002), but in the last decade, NAO values have declined to near the long-term mean (IPCC 2007). Other teleconnection patterns appearing in the North Atlantic and also affecting climate variability over the IP are the Scandinavian (SCAND), Eastern Atlantic (EA), and Eastern Atlantic-Western Russia (EA-WR) patterns, which increases the complexity of climate-change studies. Thus, recent studies have proved that atmospheric and oceanic phenomena such as precipitation, river discharge, and upwelling should be explained in terms of >1 teleconnection pattern (Lorenzo & Taboada 2005, deCastro et al. 2006a, 2008a).

Although climate change is global in nature, greater knowledge is required on smaller scales to more accurately identify its spatial structure and impacts. Within this context, detailed studies of regional tendencies of climatic parameters become particularly relevant. This information is necessary to identify the climatic parameters that are most representative regionally, and for local policy-makers and resource managers to evaluate the risks associated with regional-scale climate change.

With this aim, a detailed study of the climate in NW Iberia is presented in this paper. The analysis will consider both average conditions and periods of significant change during the period from the second half of the 20th century to the beginning of the 21st century.

2. AREA AND METHODOLOGICAL APPROACH

2.1. Description of the area

The area under scope covers the northwestern part of the IP, including territories of both Spain and Portugal (Fig. 1a). It corresponds to the Spanish region of Galicia and northern Portugal. The area extends approximately from 41 to 44°N and from 6.5 to 9°W and is surrounded by the Atlantic Ocean and the Cantabrian Sea. The highest mountains are located within Spanish territory, although they hardly reach 2000 m (Fig. 1b). A secondary and smaller mountain chain acts as a natural border between both countries.

Although there are >20 rivers in the area with a mean run-off over 4 m$^3$ s$^{-1}$, the Miño River and its main tributary (Sil River) constitute the main freshwater source in the region, with a catchment area of 17,081 km$^2$ and a run-off of ~13 km$^3$ yr$^{-1}$. The river acts as a natural border between Spain and Portugal over its last 75 km. The other large river in the region is the Douro, with a catchment area of 97,682 km$^2$ and a run-off on of 22 km$^3$ yr$^{-1}$. In spite of the Douro River having a larger run-off than the Miño River, only a small part of the catchment area lies inside NW Iberia and does not reflect the dominant climate features of the area.
The continental shelf in the area is relatively short and the basin becomes deeper than 1000 m in just a few tens of kilometers (Fig. 1b). Three different coastal zones can be identified (Fig. 1a): the western coast from Douro River to Cape Finisterre with an approximate angle of 90° relative to the equator, the middle coast from Cape Finisterre to Cape Ortegal with an approximate angle of 55°, and the northern coast from Cape Ortegal to Cape Peñas, approximately parallel to the equator.

Climatologically, the intensity of winter precipitation is influenced by orography, since incoming fronts from the Atlantic Ocean are affected by the presence of mountains near the coastline, which act as barriers that hinder the movement of the fronts to the interior areas. In general, the coastal and adjacent areas are characterized by a maritime climate with mild summers and rainy winters, whereas the interior part of the region is characterized by a continental climate with dry summers and cold winters.

Atmospheric circulation in the area, within the middle latitudes of the North Atlantic, is governed by 2 main centers of activity: an anticyclonic zone south of 40° N centered near the Azores (Azores High) and a low-pressure area centered around 60° N near Iceland (Iceland Low). In summer, the Azores High moves northwesterly. A thermal low develops over the IP from April to September, giving rise—along with the Azores High—to equatorward coastal winds.

In winter, the difference between the warm waters of the Gulf Stream and the cold waters of Labrador gives rise to a surface weather front (the so-called Polar Front). This difference in temperature enhances the formation of pronounced depressions over the ocean. A typical winter situation corresponds to the presence of an anticyclone over the continent and a low-pressure area over the Atlantic, which gives rise to southwesterlies along the western coast, although the northern coast may become less affected due to the presence of landmasses that deflect the winds.

Important for the climate of this region is the prevailing westerly circulation that directs the oceanic air masses inland. Stronger western advection brings milder, wetter weather and stronger winds, especially in autumn and winter. Weaker and blocked westerly circulation causes generally colder, drier winters and hotter, drier summers. Therefore, due to its location, the region is a transition area, which complicates the study of climate change in the IP. Recent studies have proved that atmospheric and oceanic phenomena such as precipitation and coastal upwelling should be explained in terms of >1 teleconnection pattern (Lorenzo & Taboada 2005, deCastro et al. 2006a, 2008a).

From an oceanographic point of view, the dominant process affecting coastal upwelling in spring and summer is the position and intensity of the Azores High (Wooster et al. 1976, Fraga 1981, Blanton et al. 1984, Tenore et al. 1984, Alvarez-Salgado et al. 1993, Pérez et al. 1995, Gomez-Gesteira et al. 2006). In winter, the coastal behavior is influenced by the presence of a warm poleward-flowing slope current (Frouin et al. 1990, Haynes & Barton 1990). In addition, the buoyant plumes associated with the outflow of the Miño and Douro rivers also control coastal dynamics in winter, especially the surface waters. As river water is colder than seawater during winter, thermal inversions sustained by haline stratification are commonly observed over the shelf.

2.2. Methodological approach

We considered the state and evolution of several atmospheric and oceanographic variables, as well as different spatial scales according to the nature of the particular variable under investigation. Thus, land temperature, precipitation, SST, and Ekman transport were treated as mesoscale phenomena. In addition, other variables such as river discharge or SLR were studied at discrete gauge points. Finally, cyclones and anticyclonic blocking were analyzed at synoptic and larger scales. Despite the varying extent of influence of such features, we focused on the IP area. Also, the length of the series was different due to the different sampling strategies associated with each particular variable. In addition, the definition of season was dependent on the variable. Thus, for example, winter was defined throughout the text as DJF (December to February) for land temperature, precipitation, and SST; an extended wet season (November to March) was considered for Ekman transport; and cyclone activity was analyzed for the period DJFM (December to March). This apparent inconsistency is due to 2 main causes: (1) the different nature of the variables made certain monthly groupings more suitable than for the rest of the analyses, and (2) for the sake of comparison we decided to consider the definition of season most commonly adopted in previous research.

3. LAND TEMPERATURE

3.1. Methods

There are many different databases containing global gridded temperature data sets over land (Jones et al. 1999), covering at least the last century. However, the resolution of those data is too coarse for regional studies, especially when dealing with areas where topography changes abruptly. Thus, observa-
tion-based temperature data sets were considered in the present study to reflect the spatial variability of temperature patterns. The main difficulty for this approach comes from the fact that the area under study corresponds to the territories of 2 different countries (Spain and Portugal). Thus, the different administrations have historically considered different sampling strategies, whereas data series should normally be homogenized prior to analysis.

The data set corresponding to the Portuguese territory comprises the daily maximum and minimum temperature for the period 1941 to 2006. Data from 7 climatological weather stations were retrieved from the archive of the Portuguese Meteorological Office. The position and elevation of the stations are listed in Table 1 (Stns P1 to P7). These particular stations were chosen to obtain the best spatial distribution with the highest quality in terms of continuity of the data series.

The Spanish data set was obtained from 2 databases, Agencia Estatal de Meteorología (AEMET) and METEOGALICIA (Xunta de Galicia), with stations distributed throughout the territory. Data from 11 stations were considered (Stns G1 to G11 in Table 1).

Data from both countries underwent a quality-control procedure (with substitutions made for potential outliers and some missing data) similar to the one used in the National Climate Data Center, National Oceanic and Atmospheric Administration (NOAA) for Global Historical Climate Network database (Peterson et al. 1998). Quality control for these data series resulted in <1% of missing data and 90% correlation between neighboring stations.

Maps were created with a 0.01° × 0.01° mesh using both data sets. Temperature \( T \) was interpolated at all points considering a Gaussian distribution with a correction \( C \) in latitude \( (\ell, \text{in } ^\circ\text{N}) \) and elevation \( (h, \text{in } \text{m}) \) following:

\[
T_{ij} = \frac{1}{\sum_{k=1}^{N} e^{-\left(\frac{d_{i}^{2}}{\sigma} \right)^{2}}} \sum_{k=1}^{N} C_{c}(l_{k} - l_{i}) C_{d}(h_{k} - h_{i}) e^{\left(\frac{d_{k}^{2}}{\sigma} \right)^{2}} T_{k}
\]

Table 1. Stations used for land temperature and precipitation data in Galicia and North Portugal. G1–G11: Spanish stations; P1–P7: Portuguese stations; A–F: different clusters of stations (see Section 4.1)

<table>
<thead>
<tr>
<th>Stn</th>
<th>Weather station</th>
<th>Latitude (°N)</th>
<th>Longitude (°W)</th>
<th>Elevation (m)</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>As Pontes</td>
<td>43.45</td>
<td>7.86</td>
<td>343</td>
<td>1948–2006</td>
</tr>
<tr>
<td>G2</td>
<td>A Coruña</td>
<td>43.37</td>
<td>8.42</td>
<td>58</td>
<td>1948–2006</td>
</tr>
<tr>
<td>G3</td>
<td>Santiago de Compostela</td>
<td>42.90</td>
<td>8.43</td>
<td>364</td>
<td>1961–2006</td>
</tr>
<tr>
<td>G4</td>
<td>Salcedo</td>
<td>42.41</td>
<td>8.64</td>
<td>40</td>
<td>1950–2006</td>
</tr>
<tr>
<td>G5</td>
<td>Lourizán</td>
<td>42.41</td>
<td>8.66</td>
<td>60</td>
<td>1958–2006</td>
</tr>
<tr>
<td>G6</td>
<td>Vigo</td>
<td>42.22</td>
<td>8.63</td>
<td>255</td>
<td>1961–2006</td>
</tr>
<tr>
<td>G7</td>
<td>Lugo</td>
<td>43.01</td>
<td>7.55</td>
<td>450</td>
<td>1966–2006</td>
</tr>
<tr>
<td>G8</td>
<td>Sarria</td>
<td>42.77</td>
<td>7.41</td>
<td>550</td>
<td>1943–2006</td>
</tr>
<tr>
<td>G9</td>
<td>Pobra do Brollón</td>
<td>42.59</td>
<td>7.41</td>
<td>400</td>
<td>1951–2006</td>
</tr>
<tr>
<td>G10</td>
<td>Ponteareas</td>
<td>42.18</td>
<td>8.49</td>
<td>50</td>
<td>1938–2006</td>
</tr>
<tr>
<td>G11</td>
<td>Xinzó de Limia</td>
<td>42.06</td>
<td>7.72</td>
<td>600</td>
<td>1947–2006</td>
</tr>
<tr>
<td>P1</td>
<td>Montalegre</td>
<td>41.82</td>
<td>7.78</td>
<td>1005</td>
<td>1941–2006</td>
</tr>
<tr>
<td>P2</td>
<td>Bragança</td>
<td>41.80</td>
<td>6.73</td>
<td>690</td>
<td>1941–2006</td>
</tr>
<tr>
<td>P3</td>
<td>Braga</td>
<td>41.55</td>
<td>8.40</td>
<td>190</td>
<td>1941–2006</td>
</tr>
<tr>
<td>P4</td>
<td>Régua</td>
<td>41.17</td>
<td>7.80</td>
<td>65</td>
<td>1941–2006</td>
</tr>
<tr>
<td>P5</td>
<td>Porto</td>
<td>41.13</td>
<td>8.60</td>
<td>93</td>
<td>1941–2006</td>
</tr>
<tr>
<td>P6</td>
<td>Penhas Douradas</td>
<td>40.42</td>
<td>7.55</td>
<td>1380</td>
<td>1941–2006</td>
</tr>
<tr>
<td>P7</td>
<td>Coimbra</td>
<td>40.15</td>
<td>8.47</td>
<td>141</td>
<td>1941–2006</td>
</tr>
<tr>
<td>A2</td>
<td>As Pontes</td>
<td>43.45</td>
<td>8.76</td>
<td>343</td>
<td>1961–2006</td>
</tr>
<tr>
<td>A3</td>
<td>Betanzos</td>
<td>43.28</td>
<td>8.21</td>
<td>38</td>
<td>1961–2006</td>
</tr>
<tr>
<td>A4</td>
<td>San Andres</td>
<td>43.21</td>
<td>8.44</td>
<td>200</td>
<td>1961–2006</td>
</tr>
<tr>
<td>A5</td>
<td>A Coruña</td>
<td>43.37</td>
<td>8.42</td>
<td>58</td>
<td>1961–2006</td>
</tr>
<tr>
<td>A7</td>
<td>Santiago</td>
<td>42.90</td>
<td>8.43</td>
<td>364</td>
<td>1961–2006</td>
</tr>
<tr>
<td>B1</td>
<td>Corun</td>
<td>42.58</td>
<td>8.80</td>
<td>20</td>
<td>1961–2006</td>
</tr>
<tr>
<td>B2</td>
<td>Salcedo</td>
<td>42.41</td>
<td>8.64</td>
<td>40</td>
<td>1961–2006</td>
</tr>
<tr>
<td>B3</td>
<td>Fornelo G.C.</td>
<td>42.33</td>
<td>8.45</td>
<td>360</td>
<td>1961–2006</td>
</tr>
<tr>
<td>B4</td>
<td>Vigo</td>
<td>42.22</td>
<td>8.63</td>
<td>255</td>
<td>1961–2006</td>
</tr>
<tr>
<td>B5</td>
<td>Ponteareas</td>
<td>42.18</td>
<td>8.49</td>
<td>50</td>
<td>1961–2006</td>
</tr>
<tr>
<td>B6</td>
<td>Paramos</td>
<td>42.06</td>
<td>8.61</td>
<td>45</td>
<td>1961–2006</td>
</tr>
<tr>
<td>C1</td>
<td>Lugo</td>
<td>43.01</td>
<td>7.55</td>
<td>450</td>
<td>1961–2006</td>
</tr>
<tr>
<td>C2</td>
<td>Sarria</td>
<td>42.78</td>
<td>7.41</td>
<td>550</td>
<td>1961–2006</td>
</tr>
<tr>
<td>C3</td>
<td>Cruz De Outeiro</td>
<td>42.53</td>
<td>7.13</td>
<td>790</td>
<td>1961–2006</td>
</tr>
<tr>
<td>C4</td>
<td>Ponte Lor</td>
<td>42.51</td>
<td>7.34</td>
<td>400</td>
<td>1961–2006</td>
</tr>
<tr>
<td>C5</td>
<td>Pobra do Brollón ‘Veiga’</td>
<td>42.59</td>
<td>7.41</td>
<td>400</td>
<td>1961–2006</td>
</tr>
<tr>
<td>C6</td>
<td>Castiñeira</td>
<td>42.19</td>
<td>7.23</td>
<td>1046</td>
<td>1961–2006</td>
</tr>
<tr>
<td>D1</td>
<td>Rabal</td>
<td>42.30</td>
<td>7.39</td>
<td>950</td>
<td>1961–2006</td>
</tr>
<tr>
<td>D2</td>
<td>Aciveiros</td>
<td>42.34</td>
<td>7.33</td>
<td>978</td>
<td>1961–2006</td>
</tr>
<tr>
<td>D3</td>
<td>Edrada De Parada Do Sil</td>
<td>42.33</td>
<td>7.55</td>
<td>860</td>
<td>1961–2006</td>
</tr>
<tr>
<td>D4</td>
<td>Ourense ‘Granxa Deput’</td>
<td>42.33</td>
<td>7.96</td>
<td>143</td>
<td>1961–2006</td>
</tr>
<tr>
<td>D5</td>
<td>Maceda ‘E. Cap. Agraria’</td>
<td>42.27</td>
<td>7.65</td>
<td>600</td>
<td>1961–2006</td>
</tr>
<tr>
<td>D6</td>
<td>Allariz</td>
<td>42.17</td>
<td>7.80</td>
<td>766</td>
<td>1961–2006</td>
</tr>
<tr>
<td>D7</td>
<td>Viladerrei</td>
<td>42.02</td>
<td>7.60</td>
<td>657</td>
<td>1961–2006</td>
</tr>
<tr>
<td>D8</td>
<td>Xinzó de Limia</td>
<td>42.06</td>
<td>7.72</td>
<td>600</td>
<td>1961–2006</td>
</tr>
<tr>
<td>E1</td>
<td>Montalegre</td>
<td>41.82</td>
<td>7.78</td>
<td>1005</td>
<td>1961–2006</td>
</tr>
<tr>
<td>E2</td>
<td>Bragança</td>
<td>41.80</td>
<td>6.73</td>
<td>690</td>
<td>1961–2006</td>
</tr>
<tr>
<td>E3</td>
<td>Penhas Douradas</td>
<td>40.42</td>
<td>7.55</td>
<td>1380</td>
<td>1961–2006</td>
</tr>
<tr>
<td>E4</td>
<td>Braga</td>
<td>41.55</td>
<td>8.4</td>
<td>190</td>
<td>1961–2006</td>
</tr>
<tr>
<td>E5</td>
<td>Régua</td>
<td>41.17</td>
<td>7.8</td>
<td>65</td>
<td>1961–2006</td>
</tr>
<tr>
<td>E6</td>
<td>Porto</td>
<td>41.13</td>
<td>8.6</td>
<td>93</td>
<td>1961–2006</td>
</tr>
<tr>
<td>E7</td>
<td>Coimbra</td>
<td>40.15</td>
<td>8.47</td>
<td>141</td>
<td>1961–2006</td>
</tr>
</tbody>
</table>
where \(N\) = number of meteorological stations, \(C_j = 0.59^{\circ}C\) per degree of latitude, \(C_b = 0.004^{\circ}C \text{ m}^{-1}\), and \(\sigma = 0.5\). \(d_{ij}^h\) represents the distance in degrees between station \(k\) and the gridded point \(i,j\). The value of the parameters \(C_j\) and \(C_b\) was fitted using the temperatures measured at the different locations. In general, interpolated data were only used to create maps. The rest of the calculations (as temperature trends or percentiles) were calculated at the stations.

Climate extremes have attracted the interest of the scientific community because the impact of climate changes is felt more strongly through changes in extremes. These extremes have been analyzed at different spatial scales (Brunetti et al. 2000, Moberg et al. 2000, Tuomenvirta et al. 2000, Kleijn Tank & Können 2003, Klein Tank et al. 2006). The definition of the extreme indices was taken from the joint CCI/CLIVAR/JCOMM Expert Team on Climate Change Detection and Indices (ETCCDI) (Peterson et al. 2001, Klein Tank & Können 2003). Here, we used the following indices based upon TN (nights) and TX (days):

- **TN10** (cold nights) represents the days with TN < 10th percentile. Let TN\(_i\) be the daily minimum temperature on day \(i\) in period \(j\) and let TN\(_{10}\) be the calendar day 10th percentile centered on a 5-day window for the base period 1961 to 1990. Then, the number of days with TN\(_{ij}\) < TN\(_{10}\) is counted.
- **TX10** (cold days) represents the days with TX < 10th percentile. Let TX\(_i\) be the daily maximum temperature on day \(i\) in period \(j\) and let TX\(_{10}\) be the calendar day 10th percentile centered on a 5-day window for the base period 1961 to 1990. Then, the number of days with TX\(_{ij}\) < TX\(_{10}\) is counted.
- **TN90** (warm nights) represents the days with TN > 90th percentile. Let TN\(_i\) be the daily minimum temperature on day \(i\) in period \(j\) and let TN\(_{90}\) be the calendar day 90th percentile centered on a 5-day window for the base period 1961 to 1990. Then, the number of days with TN\(_{ij}\) > TN\(_{90}\) is counted.
- **TX90** (warm days) represents the days with TX > 90th percentile. Let TX\(_i\) be the daily maximum temperature on day \(i\) in period \(j\) and let TX\(_{90}\) be the calendar day 90th percentile centered on a 5-day window for the base period 1961 to 1990. Then, the number of days with TX\(_{ij}\) > TX\(_{90}\) is counted.

The meteorological stations used to calculate the indices were P1, P2, P3, P4, and P5 and G1, G2, G3, G6, G8, and G9 (Table 1). This particular subset of stations was selected for stability reasons. In particular, the study was focused on those stations with a negligible number of missing data and outliers. Trends in the indices of temperature extremes were calculated by ordinary least-squares fits. Trend significance (\(p < 0.1\)) was tested using a Student’s t-test.

### 3.2. Results

The Portuguese and Spanish databases mentioned in Section 3.1 were used to create temperature maps for the period 1961 to 2006. The standard meteorological seasons are used: December to February (DJF) is winter, March to May (MAM) is spring, June to August (JJA) is summer, and September to November (SON) is autumn.

Fig. 2 represents the maximum seasonal temperature on land. A marked difference between coastal and continental temperatures can be observed in summer, when at the same latitude, maximum continental temperatures are ~2°C higher. In winter, this effect is even more remarkable, with continental temperatures ~5°C lower than the coastal ones. Deviations from this general pattern are mainly due to orographic effects (see Fig. 1b). The presence of orographic barriers along the coastline is also responsible for the rapid transition from a maritime climate at the coast to a continental climate at distances <100 km from the coast. Similar patterns can be observed for minimum land temperatures (Fig. 2). The lowest temperatures always correspond to the continental part of Galicia, where the highest mountains are located.

The temperature difference between coastal and interior regions can be observed in Fig. 3, where points located at approximately the same latitude are compared for the period 1961 to 2000. In particular, the coastal point Stn G5 (blue line) (see Table 1) is compared to the interior point located at 42.43°N, 7.83°W (red line). This last station was not included in Table 1 because it was only operative until 2000. The same analysis (Fig. 3) was carried out over northern Portugal (Stns P4 [interior, black line] and P5 [coastal, green line] in Table 1). The summer and winter temperatures are at least 1.5°C lower and 1.5°C higher, respectively, at coastal locations than at interior locations. Thus, the thermal amplitude is ~11°C near the coast and ~15°C in the interior regions.

Fig. 4 shows land stations (black squares) used in the present study, and Fig. 5 shows the evolution of land temperature at different stations (located within the study area) from 1940 to 2008. In all cases, temperature decreased from mid-century until the 1970s and increased from then on. Although the local minimum temperature was not the same at all locations, 1974 appears as a common starting point for this temperature increase. This starting point was estimated by averaging the local minimum temperature at Stns G1–G11 and P1–P7 shown in Table 1. Data were linearly fitted at every station to determine the temperature trend. On average, the annual trend of maximum temperature for the period 1974 to 2006 was positive at all stations (Table 2), with values ranging from 0.28 to
0.83°C decade\(^{-1}\). This positive trend at the annual scale can be analyzed in more detail by means of seasonal trends (Table 2). Increases in maximum temperature were highest in spring, followed by summer and winter, with no apparent trend seen in autumn. A similar pattern can be observed for the minimum temperature values. Once again, the annual trend for the period 1974 to 2006 was positive at all stations (Table 2). Seasonally, summer and spring showed the highest increase in minimum temperature (Table 2). Most of the trends were within the interval 0.5 to 1.1°C decade\(^{-1}\) during these seasons. The trend in winter was more moderate than the one observed for maximum temperature (Table 2). Most of the stations showed a trend lower than 0.25°C decade\(^{-1}\). Finally, the trend in autumn was higher than the one observed for maximum temperatures.

Besides demonstrating a clear temperature increase during the last 3 decades, we also analyzed extreme temperatures. Table 3 shows the 1974–2006 trends for seasonal TX90 (hot days) and TX10 (cold days). A positive significant trend was found at all stations. The TX90 trend was significant at the 5% level at ~36% of the stations in winter, ~91% in spring, ~73% in summer and 0% in autumn. Both in spring and summer most of the trends ranged from 3 to 6 d decade\(^{-1}\). In summary, the warming trend associated with an increasing trend in TX90 appeared mainly between March and August.

Negative trends were found in TX10 (Table 3) at all stations, which is consistent with the positive trend observed for TX90. Seasonally, the most coherent pattern appeared in spring, when all stations, except one located at the southern part of the region, showed a significant trend. In summer, only ~55% of the stations showed a significant
trend, and this number diminished to ~45% and ~27% in autumn and winter, respectively. In autumn, the stations with a significant trend were located to the north. Overall, trends of increasing number of days with extreme temperatures were greater for TX90 than for TX10 (Table 3).

The most marked trends for extreme temperatures were obtained for TN90, the index associated with hot nights, as shown in Table 3. These trends were observed in spring and summer at all stations. In particular, values ranging from 3.5 to 9 d decade^{-1} were found in spring and from 3 to 15.5 d decade^{-1} in summer. In winter, only 1 station showed a significant trend, while in autumn, 6 (~55%) showed a significant trend. Compared with the trends for TX90, a larger warming trend exists in the night index than in the day index, suggesting a negative trend in mean diurnal temperature range. Warming was mainly observed in spring and summer, both for days and nights, in good agreement with the values observed in Table 2.

The TN10 index, associated with cold nights, showed a decreasing trend at all stations (Table 3), which indicates a warming similar to the one observed for the other indices. Significant trends were found for almost all the stations in spring, summer and autumn whereas only 2 stations displayed significant trends in TN10 in winter. The negative trends for cold nights can be observed to be similar to the ones obtained for cold days, although considerably lower in absolute value, than the TN90.

In general, the T10 values were always lower in absolute value than their T90 counterparts. This fact, which has been previously pointed out by Klein Tank et al. (2006), is expected when the Gaussian-shaped temperature distribution shifts toward higher temperatures.

4. PRECIPITATION

4.1. Methods

As in Section 3 for temperature, we used observational data sets from the Portuguese and Spanish databases to reflect the spatial variability of precipitation patterns. Although precipitation is gauged at points in typically sparse networks, for many environmental studies it can be useful to interpolate these records as a continuous surface, represented by isohyets. At mid-latitudes, most studies have
found that a simple linear model seems to fit the observed data well, at least for extended time periods and over relatively small areas (e.g. Brunsdon et al. 2001). Thus, maps for precipitation ($P$) were created following a methodology similar to the one described for temperature:

$$P_{ij} = \frac{\sum_{k=1}^{N} C_h (h_k - h_{ij}) e^{\left(\frac{d_{ij}}{\sigma_h}\right)^2}}{\sum_{k=1}^{N} e^{\left(\frac{d_{ij}}{\sigma_h}\right)^2}}$$

(2)

Here, the parameter $C_h$ depended on altitude, the month of the year, and the area (Martínez Cortizas & Pérez Alberti 2000). Precipitation distribution in the IP is highly variable depending on the season, which is reflected both in quantity and in typology. Thus, for example, winter precipitation is characterized by frontal rainfall while summer rain is mainly convective. On the other hand, the intensity of precipitation is

Table 2. Annual and seasonal trends (°C decade$^{-1}$) of maximum and minimum temperatures for the period 1974–2006. (–) points without statistical significance (i.e. $p > 0.05$) at a 95% confidence level were removed

<table>
<thead>
<tr>
<th>Weather station</th>
<th>Annual</th>
<th>Winter (DJF)</th>
<th>Spring (MAM)</th>
<th>Summer (JJA)</th>
<th>Autumn (SON)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
<td>Min</td>
<td>Max</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>A Coruña</td>
<td>0.41</td>
<td>0.41</td>
<td>0.21</td>
<td>0.22</td>
<td>0.73</td>
</tr>
<tr>
<td>As Pontes</td>
<td>0.72</td>
<td>0.41</td>
<td>0.37</td>
<td>0.14</td>
<td>1.25</td>
</tr>
<tr>
<td>Santiago</td>
<td>0.54</td>
<td>0.35</td>
<td>0.31</td>
<td>0.09</td>
<td>1.02</td>
</tr>
<tr>
<td>Vigo</td>
<td>0.41</td>
<td>0.33</td>
<td>–</td>
<td>0.08</td>
<td>0.77</td>
</tr>
<tr>
<td>Sarria</td>
<td>0.51</td>
<td>0.73</td>
<td>0.73</td>
<td>0.51</td>
<td>1.07</td>
</tr>
<tr>
<td>Pobra do Brollón</td>
<td>0.46</td>
<td>0.56</td>
<td>0.76</td>
<td>–</td>
<td>0.67</td>
</tr>
<tr>
<td>Braga</td>
<td>0.35</td>
<td>0.77</td>
<td>0.19</td>
<td>0.22</td>
<td>0.66</td>
</tr>
<tr>
<td>Bragança</td>
<td>0.47</td>
<td>0.26</td>
<td>0.27</td>
<td>–</td>
<td>0.84</td>
</tr>
<tr>
<td>Montalegre</td>
<td>0.83</td>
<td>0.35</td>
<td>0.62</td>
<td>0.07</td>
<td>1.19</td>
</tr>
<tr>
<td>Porto</td>
<td>0.42</td>
<td>0.56</td>
<td>0.24</td>
<td>0.23</td>
<td>0.76</td>
</tr>
<tr>
<td>Régua</td>
<td>0.44</td>
<td>0.88</td>
<td>0.38</td>
<td>0.43</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 3. Seasonal trends for TX90 (hot days), TX10 (cold days), TN90 (hot nights), and TN10 (cold nights) (see Section 3.1 for definitions) for the period 1974–2006. (–) points without statistical significance (i.e. $p > 0.05$) at a 95% confidence level were removed

<table>
<thead>
<tr>
<th>Weather station</th>
<th>Winter (DJF)</th>
<th>Spring (MAM)</th>
<th>Summer (JJA)</th>
<th>Autumn (SON)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TX90 TX10 TN90 TN10</td>
<td>TX90 TX10 TN90 TN10</td>
<td>TX90 TX10 TN90 TN10</td>
<td>TX90 TX10 TN90 TN10</td>
</tr>
<tr>
<td>A Coruña</td>
<td>– – – –</td>
<td>6.05 –3.19 5.92 –3.02</td>
<td>–3.42 9.10 –3.59</td>
<td>–2.11 2.62 –3.18</td>
</tr>
<tr>
<td>As Pontes</td>
<td>2.60 – – – –</td>
<td>5.67 –3.54 4.75 –2.43</td>
<td>3.57 –4.45 5.52 –2.47</td>
<td>–3.86 2.72 –2.60</td>
</tr>
<tr>
<td>Santiago</td>
<td>–1.79 – – – –</td>
<td>4.28 –3.99 4.12 –2.55</td>
<td>2.48 –3.05 6.18 –2.84</td>
<td>–2.36 –3.18 –2.72</td>
</tr>
<tr>
<td>Vigo</td>
<td>– – – –</td>
<td>3.88 –2.91 4.25 –2.17</td>
<td>2.54 –1.80 4.05 –2.33</td>
<td>– – – – 2.76</td>
</tr>
<tr>
<td>Pobra do Brollón</td>
<td>5.81 – – – –</td>
<td>3.89 –4.44 2.09 –</td>
<td>– – 7.75 –2.70</td>
<td>–2.11 – –</td>
</tr>
<tr>
<td>Braga</td>
<td>– – – –</td>
<td>4.64 –2.07 8.12 –4.25</td>
<td>4.41 –8.63 –3.53</td>
<td>– – 4.98 –5.34</td>
</tr>
<tr>
<td>Bragança</td>
<td>– – – –</td>
<td>5.72 –2.20 3.58 –</td>
<td>7.01 –3.42</td>
<td>– – – –</td>
</tr>
<tr>
<td>Montalegre</td>
<td>–2.68 – – – –</td>
<td>3.78 –3.71 3.71 –</td>
<td>5.37 –3.24 3.09 –2.52</td>
<td>– – – – 2.57</td>
</tr>
<tr>
<td>Porto</td>
<td>– – – – –2.01</td>
<td>4.48 –7.56 –3.47</td>
<td>2.54 –8.06 –3.67</td>
<td>– – 6.18 –4.15</td>
</tr>
<tr>
<td>Régua</td>
<td>3.28 – – – –</td>
<td>5.77 –2.29 9.12 –4.06</td>
<td>4.12 –15.51 –4.77</td>
<td>– – 8.73 –4.58</td>
</tr>
</tbody>
</table>
clearly influenced by local orography. This gives rise to precipitation with a strong gradient increasing from the coastal areas to the mountains. Thus, the 34 stations under study were grouped into 7 clusters (as shown in Table 1) labeled from A to F following previous work carried out in the region (Martínez Cortizas & Pérez Alberti 2000) and also applying a k-means clustering (Trauth 2006). Data were linearly fitted for the stations inside each cluster to obtain the dependence of precipitation on altitude \( C_p(m,CL) \) where \( m \) refers to the month and \( CL \) to the cluster. Data were gridded with a 0.01° × 0.01° mesh.

4.2. Results

Fig. 6 shows the hydrological year for the study region. This figure was created by averaging the monthly rainfall measured at the stations labeled A to F in Table 1 from 1961 to 2006. The maximum monthly precipitation (~150 to 200 mm mo⁻¹) was observed in December, January, and February. Minimum values

![Fig. 6. Annual hydrologic cycle variability for the monthly average precipitation from 1961–2006. Curve: monthly average; line inside box: median; lower and upper box limits: first and third quartiles, respectively; lower and upper whiskers: minimum and maximum precipitation, respectively](image)

![Fig. 7. Mean seasonal and annual accumulated precipitation (mm) for 1961–2006. Winter: DJF, spring: MAM, summer: JJA, autumn: SON. Note that colour scales differ between panels](image)
(<50 mm mo⁻¹) were observed in July, August, and September. A high inter-annual variability can also be observed; see for example January, where the minimum and maximum discharges, represented with whiskers, ranged from -25 to 475 mm mo⁻¹.

The seasonal accumulated precipitation averaged for 1961 to 2006 is shown in Fig. 7. In general, moderate precipitation values were observed at coastal locations and low values in the interior regions. Maximum values were observed along the Galician ridge in the northern part of the area and along the Xures/Geres and Marão mountain ranges in the southern part. These mountains act as barriers that hinder the track of fronts to the interior areas, causing orographic precipitation with a strong gradient that increases from the coastal areas to the high mountains. Seasonally, the highest precipitation values were observed in autumn and winter (Fig. 7), reaching values close to 1000 and 1200 mm season⁻¹ respectively, in good agreement with the annual cycle shown in Fig. 6. Minimum values <300 mm season⁻¹ were observed in summer.

The same overall behavior is observed in Fig. 7 at the annual scale. The mean annual accumulated precipitation is around 1300 mm, although rainfall can reach values close to 2000 mm yr⁻¹ along the mountain chains. In the interior valleys, the precipitation values are around 650 mm yr⁻¹ in the southern section and around 1000 mm yr⁻¹ in the northern section. In general, a smooth increasing gradient, south to north, can be observed both in coastal and inland areas. However, the most important gradient is in an east-west direction, which marks the transition between an oceanic precipitation regime near the coast and a continental one in interior areas.

The trends in precipitation at the annual scale for the period 1961 to 2006 are shown in Table 4. No clear, spatially consistent pattern was observed at the annual scale, since the trends were strongly dependent on the station under study. Seasonally, no clear trend was observed in spring or summer (Table 4). In spring, the change in precipitation tended to be positive at coastal areas and negative at interior areas. However, precipitation trends were clearly negative in winter and positive in autumn (Table 4). In particular, an extreme decrease (~100 mm decade⁻¹) was observed in winter and a similar increase (~60 mm decade⁻¹) was observed at 2 stations in autumn.

### Table 4. Annual and seasonal trends of accumulated precipitation (mm decade⁻¹) for the period 1961–2006. (–) points without statistical significance at a 95% confidence level were removed

<table>
<thead>
<tr>
<th>Weather station</th>
<th>Annual</th>
<th>Winter (DJF)</th>
<th>Spring (MAM)</th>
<th>Summer (JJA)</th>
<th>Autumn (SON)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fene-Maniños</td>
<td>4.19</td>
<td>−12.22</td>
<td>6.09</td>
<td>2.28</td>
<td>20.62</td>
</tr>
<tr>
<td>As Pontes</td>
<td>2.28</td>
<td>−19.74</td>
<td>7.08</td>
<td>–</td>
<td>20.69</td>
</tr>
<tr>
<td>Betanzos</td>
<td>3.75</td>
<td>−8.86</td>
<td>–</td>
<td>1.25</td>
<td>20.79</td>
</tr>
<tr>
<td>Montaños-Ordes</td>
<td>4.36</td>
<td>−17.54</td>
<td>6.84</td>
<td>1.75</td>
<td>26.38</td>
</tr>
<tr>
<td>Santiago ‘Labacolla’</td>
<td>−3.64</td>
<td>−40.93</td>
<td>–</td>
<td>−1.06</td>
<td>23.50</td>
</tr>
<tr>
<td>Salcedo</td>
<td>3.75</td>
<td>−27.46</td>
<td>7.77</td>
<td>1.80</td>
<td>32.88</td>
</tr>
<tr>
<td>Vigo ‘Peinador’</td>
<td>−3.76</td>
<td>−42.59</td>
<td>–</td>
<td>–</td>
<td>25.25</td>
</tr>
<tr>
<td>Sarria ‘Barreiros’</td>
<td>−2.74</td>
<td>−24.29</td>
<td>−2.65</td>
<td>5.91</td>
<td>10.08</td>
</tr>
<tr>
<td>Pobra do Brollon</td>
<td>−2.95</td>
<td>−17.82</td>
<td>−4.75</td>
<td>1.90</td>
<td>8.89</td>
</tr>
<tr>
<td>Allariz</td>
<td>–</td>
<td>−11.53</td>
<td>−2.70</td>
<td>4.84</td>
<td>7.69</td>
</tr>
<tr>
<td>Pnteareas-Canedo</td>
<td>3.38</td>
<td>−26.55</td>
<td>10.42</td>
<td>29.82</td>
<td>–</td>
</tr>
<tr>
<td>Xínzio de Limia</td>
<td>−6.25</td>
<td>−25.48</td>
<td>−2.77</td>
<td>−3.68</td>
<td>6.79</td>
</tr>
<tr>
<td>Montalegre</td>
<td>−103.24</td>
<td>−6.34</td>
<td>–</td>
<td>−6.34</td>
<td>59.81</td>
</tr>
<tr>
<td>Bragança</td>
<td>1.16</td>
<td>−17.71</td>
<td>11.57</td>
<td>−7.14</td>
<td>27.20</td>
</tr>
<tr>
<td>Braqa</td>
<td>–</td>
<td>−90.78</td>
<td>26.30</td>
<td>−4.77</td>
<td>51.64</td>
</tr>
<tr>
<td>Régua</td>
<td>−1.71</td>
<td>−48.44</td>
<td>–</td>
<td>−5.39</td>
<td>30.59</td>
</tr>
<tr>
<td>Porto-Serra Pilar</td>
<td>−4.54</td>
<td>−45.44</td>
<td>–</td>
<td>4.18</td>
<td>46.64</td>
</tr>
</tbody>
</table>

### 5. SEA SURFACE TEMPERATURE

#### 5.1. Methods

We used 2 global gridded temperature data sets to create a representative picture of the area since the available long-term observational data sets for the coastal area are not sufficiently homogeneous in time and space without application of additional statistical treatment to identify and correct biases.

The first database is characterized by a high spatial resolution (4 × 4 km) and contains weekly mean SST data obtained from night-time measurements carried out by the Advanced Very-High Resolution Radiometer (AVHRR) onboard of NOAA series satellites (http://poet.jpl.nasa.gov) between 1985 and 2006. For our purposes, the area from 40° N, 11° W to 44° N, 7° W, which corresponds to the northwestern part of the IP, was extracted from the global data set. The protocol applied is described in detail by deCastro et al. (2009).

A total of 25 points (blue dots in Fig. 4) were selected to calculate SST trends along the coastal area. Discretization effects were smoothed by calculating the SST values at each point as the average of its nearest neighbors (separated by 4 km in the original data set). Finally, SST trends were analyzed using the anomalies from the annual cycle obtained from the 22 yr (1985 to 2006) monthly means.

The second database is the extended reconstructed SST (ERSST) version 3 provided by the NOAA/OAR/ESRL PSD (www.cdc.noaa.gov), with a coarser spatial resolution (2° × 2° grid) but longer temporal coverage (extending back to 1854). Details on the

In order to study oceanic SST trends, 8 points, all at open sea locations, without continental influence, were considered (red numbers in Fig. 4). The point-to-point correlation was observed to be >0.98 in all cases. This fact justifies the analysis in terms of a unique mean series, which was calculated by averaging the series corresponding to the 8 points. Since monthly patterns are highly noisy, short-term fluctuations were smoothed out by means of a running average (±10 yr) in order to highlight any large-scale warming and cooling periods.

5.2. Results

Mean seasonal SSTs were calculated using data from the AVHRR for the 4 hydrological seasons—winter (JFM), spring (AMJ), summer (JAS), and autumn (OND)—for the period 1985 to 2006 (Fig. 8).

Each SST field is characterized by a different pattern, with both longitudinal and latitudinal temperature gradients evident. Winter (Fig. 8a) shows a maximum latitudinal gradient of 2°C across open sea locations, ranging from 14.5°C at 40°N to 12.5°C at 45°N. A longitudinal gradient was also observed west of the IP. Close to the coast, there was an almost continuous band of colder water that developed in shallow waters at the end of autumn when the ocean begins to cool as a result of net heat loss from the surface (Fiuza 1983, Deschamps et al. 1984). Spring (Fig. 8b) showed a similar latitudinal gradient of ~2.5°C in open sea locations, ranging from 16.5°C at 40°N to 14°C at 45°N, whereas the longitudinal gradient produced by cold water nearshore decreased both in extent and in intensity. During summer (Fig. 8c), the longitudinal gradient west of the IP was also present. In addition, important changes in SST patterns can be observed. On the one hand, there was a broad band of colder water west of the IP coast generated by the prevailing favorable upwelling conditions (Wooster et al. 1976, Nykjaer & Van Camp 1994, Alvarez et al. 2005, 2008a, Santos et al. 2005, Gomez-Gesteira et al. 2006). Traces of these upwelling events can also be observed in the spring and autumn SST fields, although to a lesser extent. On the other hand, a mass of warm water occurred in the Cantabrian Sea as previously described (Pingree & Le Cann 1989, Koutsikopoulos & Le Cann 1996, de Castro et al. 2009, Goikoetxea et al. 2009). Autumn (Fig. 8d) also showed the latitudinal gradient observed all year long and the relaxation of the longitudinal gradient previously detected west of the IP.
Considerable warming of SSTs has occurred globally over the last century according to both data sets used here. Similar trends of the warming ocean have been reported by other authors (e.g. Levitus et al. 2000). In addition, SST trends coincide with global trends in wind speed and direction (Gillett & Thompson 2003, Chelton et al. 2004; Global Wave Climatology Atlas data available at www.knmi.nl/waveatlas), cloud coverage (Roderick & Farquhar 2002, Wiley et al. 2002), and humidity (Flohn et al. 1990). Global warming, however, is not uniformly distributed over the world’s oceans. The Atlantic Ocean contributes most to the increase in the heat content (Levitus et al. 2000). For our study area, SST increases of 0.25 to 0.35°C can be observed between the baseline period 1961–1990 and the period 1977–2006 (Fig. 9).

The monthly evolution of SST (Fig. 10a) showed a clear seasonal cycle, with minimum values from January to April and maximum values from July to September. The thermal amplitude of the SST cycle was ~7°C, with a minimum (~12.5°C) in February-March and a maximum (~19°C) in August. The error bars were calculated as the standard deviation of the monthly data ($\sigma_{\text{SST}}$). The signal-to-noise ratio ($100 \times \sigma_{\text{SST}}/\langle \text{SST [mean]} \rangle$) does not exceed 10%, showing the periodic nature of the signal. This seasonal pattern of SST is also depicted in Fig. 10b, which shows monthly SST evolution from 1854 to 2007. Different modulations in SST can be observed. In particular, the width of the summer band ($16.5°C \leq \text{SST} \leq 18.5°C$) reached a minimum around 1910 and a maximum during the last decade.

The inter-annual variation in SST anomaly ($\text{SST}_a$) was calculated using the annual cycle obtained from the 154 yr monthly means (grey line in Fig. 11). This monthly pattern is highly variable, with peak values on the order of $\pm 1.5°C$ and standard deviations of $\pm 0.5°C$. Short-term fluctuations were smoothed out (thick black line in Fig. 11) by means of a running average ($\pm 10$ yr) in order to highlight the long-term periods. Two consecutive warming-cooling cycles can be observed in $\text{SST}_a$, with cooling trends being less intense than warming trends (Table 5).

The 2 consecutive warming-cooling phases indicate the existence of natural oscillations as suggested by
Southward & Boalch (1994) and Planque et al. (2003), using the COADS records from 1844 to 2000. The present warming period is on the same order of magnitude although slightly more intense than the one observed from 1908 to 1945. This fact does not permit determining the possible anthropogenic influence on the present-day warming, which still remains an open question.

In spite of the marginal location of the area (IP), the observed large-scale trends are consistent with previous studies (e.g. Gomez-Gasteira et al. 2008). In particular, the warming observed in the area for the period 1854 to 2007 (0.044°C decade⁻¹) is consistent with the ones observed in the Northern Hemisphere by Rayner et al. (2003, 2006). Similar results were observed in nearby areas, such as the Bay of Biscay (Garcia-Soto et al. 2002, deCastro et al. 2009, Goikoetxea et al. 2009).

The previous analysis (Figs. 8–11) was focused on ocean values following the coarse grid provided by ERSST v. 3. However, the near-shore SSTs can reflect the varying influences of Ekman transport, river discharge, and shallowness of the area.

The trend of a coastal SST anomaly along the coast of NW Iberia for the period 1985 to 2005 is shown in Fig. 12. A coastal SST anomaly trend (ΔSSTₐ) was calculated at each point along the coast by fitting the monthly anomaly to a straight line. A running average to the 9 nearest spatial neighbors was used prior to representation. Only points with significance (p < 0.1) in the t-test were considered. Positive ΔSSTₐ values were observed along the coast, although with noticeable changes depending on the position of the gauge station. The annual ΔSSTₐ decreased by 0.13 to 0.2°C decade⁻¹ southward from station to station (Fig. 12), similar to results by Gomez-Gesteira et al. (2008). A similar overall pattern is observed at the seasonal scale in spring and summer (Fig. 12), the maximum increment being close to 0.4°C. The trend in autumn is slightly negative and the winter one slightly positive but not statistically significant. Table 6 summarizes the mean annual and seasonal ΔSSTₐ and their standard deviation.

6. EKMAN TRANSPORT

6.1. Methods


Ekman transport has been classically calculated from wind or pressure field data (Bakun 1990). This method has also been the most commonly used in the
area under study (Alvarez-Salgado et al. 1993, Tilstone et al. 1994, Alvarez et al. 2003, 2005, 2008b, Gomez-Gesteira et al. 2006). Here, the surface wind fields used to calculate Ekman transport were obtained from the QuikSCAT satellite, which has data available from July 1999. Wind data were retrieved from the Jet Propulsion Laboratory website (http://podaac.jpl.nasa.gov/DATA_CATALOG/quikscatinfo.html). A detailed description of the database is in Alvarez et al. (2008b).

It is necessary to take into account the fact that wind data close to the coast (~25 km) are not available owing to the existence of a small land mask. This mask makes the study difficult in the inner 75 km and prevents the analysis of orographic effects nearer to the shoreline. Nevertheless, a study carried out by Gomez-Gesteira et al. (2006) using modeled wind data around the Galician coast showed that along the western coast (41 to 43° N) from the shoreline to around 75 km, the wind direction presents a constant pattern, with small differences in the amplitude of the values. On the other hand, the lack of real, simultaneous wind measurements (e.g. buoy data and meteorological stations) along the coast makes the analysis of wind patterns difficult near the shoreline.

The precision of QuikSCAT data was previously analyzed along the Galician coast for the period 2002 to 2005. A statistical comparison between satellite wind

![Fig. 12. Trends in seasonal and annual coastal sea surface temperature anomaly (ΔSSTa) along the area of study for the period 1985–2005 (see Fig. 4 for stations)](image-url)
measurements and high-resolution numerical models was carried out by Penabad et al. (2008), revealing similar results between models and satellite data. A statistical analysis based on mean errors, root mean square errors, and complex correlation was performed on spatial, temporal, and directional scales. High-resolution numerical model results compared to satellite wind estimations showed a pattern within the confidence limits of the satellite scatterometer.

Ekman transport \( Q \) was calculated using the wind speed at 10 m above sea level \( W \), seawater density \( \rho_w = 1025 \text{ kg m}^{-3} \), a dimensionless drag coefficient \( C_d = 1.4 \times 10^{-3} \), and air density \( \rho_a = 1.22 \text{ kg m}^{-3} \) by means of:

\[
Q_x = \frac{\rho_w C_d}{\rho_a f} (W_x^2 + W_y^2)^{1/2} W_y
\]
\[
Q_y = -\frac{\rho_w C_d}{\rho_a f} (W_x^2 + W_y^2)^{1/2} W_x
\]

where \( f \) is the Coriolis parameter defined as twice the vertical component of the Earth’s angular velocity \( \Omega \) about the local vertical or \( f = 2\Omega \sin(\theta) \) at latitude \( \theta \). Finally, the \( x \) subscript corresponds to the zonal component and the \( y \) subscript to the meridional one.

Discretization effects were smoothed by calculating Ekman transport values at each point as the average of its nearest neighbors.

The upwelling index calculated from wind data \( UIW \) can be defined as the fraction of the Ekman transport perpendicular to the coast (Nykjaer & Van Camp 1994). This index is calculated as the component of Ekman transport in the direction perpendicular to the shoreline by means of \( UIW = Q_z_ = -\sin(\theta)Q_x + \cos(\theta)Q_y \) where \( \theta = \pi + \varphi \) and \( \varphi \) is the angle of the unitary vector perpendicular to the shoreline pointing landward (Gomez-Gesteira et al. 2006). Positive \( UIW \) values mean favorable upwelling conditions and negative values mean unfavorable conditions.

Additional data were obtained from the Pacific Fisheries Environmental Laboratory (PFEL) (www.pfel.noaa.gov), which is associated with the US Navy’s Fleet Numerical Meteorology and Oceanography Centre (FNMOC). For our purposes, monthly data for \( UIW \) were considered at 3 points located west of the IP coast (at about 10.5° W; black squares in Fig. 13) on an approximately \( 1^\circ \times 1^\circ \) grid from 1967 to 2008.

The upwelling index can also be calculated as the difference between the SST value at a coastal location and the SST value at an oceanic location with the same latitude \( (UISST) \) following the method described in deCastro et al. (2008a). We calculated \( UISST \) from coastal data at about 15–20 km from the coast and oceanic data at 500 km from the coast. SST at each point was calculated as described in Section 5.1. The 20 pairs of points considered in the present study are depicted in Fig. 13 (filled and unfilled dots). Negative and positive \( UISST \) values translate respectively into favorable and unfavorable upwelling conditions.

6.2. Results

Fig. 14 shows the Ekman transport calculated from QuikSCAT data for the wet season for the period 1999 to 2008. The season (November to March) was defined according to previous studies carried out in the same area (Gomez-Gesteira et al. 2006, Alvarez et al. 2008b). The observed pattern was strongly dependent on the year in question. Along the western coast, some years (e.g. 1999, 2003, 2005, and 2007) were clearly favorable for upwelling, with Ekman transport pointing seaward. Other years (e.g. 2000, 2002, and 2006) were characterized by Ekman transport pointing southward, which corresponds to neutral conditions from the point of view of upwelling. Along the northern coast, during the last decade the Ekman transport tended to be mainly landward (unfavorable for upwelling). This pattern was especially intense in 2000, 2002, 2006, and 2007.

Fig. 15 shows the Ekman transport calculated from QuikSCAT data over the dry season during the period 1999 to 2008. Once again, the extent of the season was defined in previous studies (Gomez-Gesteira et al. 2006, Alvarez et al. 2008b). Here, Ekman transport pointing seaward (favorable upwelling conditions) tended to be prevalent along the western coast. Small inter-annual differences can be observed in the intensity of the transport, although the values ranged from 800 to 1200 m\(^3\) s\(^{-1}\) km\(^{-1}\) during the period of study. The situation is not so clear along the northern coast, where
the intensity of the transport was considerably lower, with important inter-annual variations.

In general, the patterns along the western coast tend to be more persistent, with lesser inter-annual differences during the dry season than during the wet one. This is mainly due to the influence of the Azores High along the coast, which generates northerly winds.

Thus, inter-annual differences during the wet season only affect the intensity of the transport pattern.

As we mentioned in Section 6.1, an upwelling index can be calculated in different ways (see UI^SST and UI^W definitions). Here we will describe the evolution of UI both in space and time using both definitions. The evolution of UI^SST from 1985 to 2006 along the western
coast is shown in Fig. 16. The density plot in Fig. 16a shows the annual periodicity of the upwelling index signal from 40 to 43° N. Note that according to the definition, the more negative the UISST values are, the more favorable are the upwelling conditions.

The annual cycle can be determined by averaging UISST over time from 1985 to 2006 (\(\langle UISST \rangle\)) (Fig. 16b). The most negative values were observed from July to October (upwelling season), being practically equal at all latitudes. The existence of an upwelling season during summer associated with persistent northerly winds blowing along the coastal shelf is consistent with previous research (Alvarez et al. 2005, Santos et al. 2005, Gomez-Gesteira et al. 2006, Borja et al. 2008).
negative values (unfavorable upwelling conditions) were detected along the entire coast from January to May, reaching a maximum in March–April. Fig. 16c is the latitudinal average (<UI>lat) of data depicted in Fig. 16a. The signal from 1985 to 2006 was irregular, showing years with a strong upwelling season (e.g., 1988, 1998, and 2002) and years with a weak upwelling season (e.g., 1986, 1997, and 1999). The signal did not show any clear trend indicative of weakening or strengthening of upwelling during the 22 yr under study. The index averaged in time and latitude (<UISST>t,lat) is shown in Fig. 16d. Less-negative values were observed from December to May, with the maximum value occurring during March and April. Negative values were observed from July to October, reaching a maximum during August and September. Values near 0°C were observed during June and November, which can be considered transition months.

A similar behavior can be observed using UIW (Fig. 17). Fig. 17a shows the inter-annual evolution of UIW, which is characterized by a marked annual cycle, with maximum values (favorable upwelling conditions) in July-August and minimum values in December-January. The monthly average of UIW from 1967 to 2006 (Fig. 17b) shows positive values from March to October, with maximum values in July (800 m$^3$ s$^{-1}$ km$^{-1}$). These maximum values were observed at all latitudes, although UIW was slightly higher from 39.5 to 40.5° N. For the rest of the year, UIW showed negative or practically negligible values, reaching a minimum in December and January.

The inter-annual evolution of the meridional average of UIW (Fig. 17c) showed a pattern with maximum values in July and August and minimum values in December–January. The signal tended to be displaced toward positive values, although it is possible to observe some
years with strong negative values, which reveals significant differences among years. Thus, the minimum amplitude was much higher at the end of 2000 and at the beginning of 2001 than for the remaining years.

The index averaged in time and latitude is represented in Fig. 17d. Positive values were observed from April to September, with the maximum value >600 m$^3$ s$^{-1}$ km$^{-1}$ in July. Negative values were observed for the rest of the year, showing unfavorable upwelling conditions during winter. SEs were negligible compared to the amplitude of the annual cycle.

UI$^{SST}$ lagged behind UI$^{W}$. In particular, the most favorable upwelling conditions were observed in July for UI$^{W}$ and August for UI$^{SST}$. This lag had previously been noted by Fiuza et al. (1982) off Portugal, by Nykjaer & Van Camp (1994) in a larger area covering NW Africa and Portugal, and by Alvarez et al. (2008a) along the western coast of the IP. In particular, Nykjaer & Van Camp (1994) proposed that factors other than the winds should be considered when analyzing the temporal variability of coastal upwelling. In addition, Cabanas & Alvarez (2005) showed in a local study carried out at 43° N, 11° W that the best correlation between UI$^{W}$ and UI$^{SST}$ is obtained when UI$^{SST}$ lags UI$^{W}$ by 1 or 2 mo.

Table 7 shows the annual and seasonal UI$^{W}$ trends expressed in m$^3$ s$^{-1}$ km$^{-1}$ decade$^{-1}$ for the period 1975 to 2008, which coincides with the last warming period.

<table>
<thead>
<tr>
<th>Season</th>
<th>UI$^{W}$ (m$^3$ s$^{-1}$ km$^{-1}$ decade$^{-1}$)</th>
<th>Confidence level (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual</td>
<td>-15.1</td>
<td>95</td>
</tr>
<tr>
<td>Dry season (AMJJAS)</td>
<td>-8.4</td>
<td>85</td>
</tr>
<tr>
<td>Wet season (ONDJFM)</td>
<td>-22.8</td>
<td>90</td>
</tr>
</tbody>
</table>
Two seasons were defined according to Fig. 17d, namely, a dry season (AMJJAS) and a wet season (ONDJFM). Data were smoothed out by means of a running-average filter (+2 yr) prior to fitting to a straight line. This procedure effectively damps inter-annual variations. A significant decrease in upwelling intensity was observed both at the annual scale (−15.1 m³ s⁻¹ km⁻¹ decade⁻¹) and during the wet season (−22.8 m³ s⁻¹ km⁻¹ decade⁻¹). This decrease was also observed during the dry season (−8.4 m³ s⁻¹ km⁻¹ decade⁻¹) but was not statistically significant (p > 0.1). The decrease is especially remarkable during the wet season, where the observed decadal change is close to 10% of the absolute value of the index during that period. The decadal changes during the dry season are only on the order of 5%.

Changes observed in wind cannot be linked to those observed in SST since there is a complicated interplay between wind stress and the generation of SST anomalies (Brahmananda Rao et al. 2008). Also, Schwing & Mendelssohn (1997) observed that long-term SST trends related to global warming can mask the cooling effect of increased seasonal upwelling.

7. RIVER DISCHARGE

7.1. Methods

River discharges considered in the present study were obtained from these 3 sources: Rios-Barja & Rodríguez-Lestegás (1992), the OSPAR commission (www.ospar.org), and the Confederación Hidrográfica del Norte. Discharge data from the Douro River at Régua, which was provided by INAG Instituto de Água I.P. (http://snirh.pt/), was also considered for comparison purposes only.

The Miño River, located in the northwest corner of the IP, rises in Serra Meira (Galicia) and acts as a natural border between Spain and Portugal over its last 75 km, flowing into the Atlantic Ocean between A Guarda (Spain) and Caminha (Portugal). The length of the river is ~307.5 km. The present study focused on this river because it is the most important of the area with a mean runoff at least 4 times higher than the rest. Monthly river-discharge data from October 1970 were provided by the Confederación Hidrográfica del Norte at a gauge station situated in Frieira, close to the river mouth. The river basin has an area of ~15 864 km². Monthly data is the most useful frequency when describing river runoff since the presence of dams can distort the results at daily or weekly time scales. For example, the DJF precipitation spatially integrated over the Miño River basin and DJF river flow are strongly correlated (correlation coefficient = 0.85, de-Castro et al. 2006a).

![Fig. 18. Annual hydrologic cycle variability for the monthly average Miño River flow from 1970–2008. Curve: monthly average; line inside each box: mean value for each month; lower and upper whiskers: minimum and maximum river flow, respectively; lower and upper box limits: first and third quartiles, respectively.](image-url)
Trends in Miño River discharge were calculated for the period 1971 to 2008 (Fig. 21). First, data were averaged at an annual scale. As the resulting pattern was still too variable (grey curve in Fig. 21), a running average of ±2 yr was used to remove high-frequency variations (black curve in Fig. 21). Apart from a decreasing trend, the pattern shows an oscillation with a periodicity of ~20 yr. However, the extent of the series is too short to elucidate whether there is some physical reason behind this oscillation or it is just an artifact. Data were then fitted to a straight line, showing a decreasing trend on the order of –18 m³ s⁻¹ decade⁻¹. This decrease is relatively important, since it constitutes ~15% of the mean river runoff (375 m³ s⁻¹) for the 28 yr under study. This decrease is similar to the one we found for the Douro River at the Régua gauge station in Portugal for the period 1974 to 2008. The observed trend in that case was –13 m³ s⁻¹ decade⁻¹ with a river runoff of 376 m³ s⁻¹.

The decrease observed in river discharge is much more marked than the one described for precipitation in Section 4. Apart from a certain decrease in precipitation, the existence of an increasing number of dams and water uses therefore seem to play an important role in the runoff decrease, since irrigation and power production have intensified during the last few decades.

8. SEA LEVEL RISE

8.1. Methods

Mean sea level is related to climate change and can represent a valuable indicator of global warming. Changes in sea level are due to multiple factors, as stated in the last IPCC report (IPCC 2007), although there are 2 main causes of the observed SLR: thermal expansion of the oceans (which has contributed to ~57%), and the melting of glaciers and ice caps (with a contribution of ~28%). The remaining contribution is mainly due to losses from the polar ice sheets. It is commonly accepted that the global sea level has been rising at a rate of 1.5 to 2.0 cm decade⁻¹ during the last century (e.g. 1.84 ± 0.35 [SD] cm decade⁻¹; Peltier 2001).

Since 1943, the Instituto Español de Oceanografía has managed a network of permanent tide gauges to monitor sea-level measurements relative to a common tide gauge zero (TGZ). This network has been previ-
ously used by different authors to identify sea level patterns around the IP (Cabanas et al. 2003, Marcos et al. 2005, Rosón et al. 2009). In the present study we used the gauges located at Coruña and Vigo harbors.

García-Lafuente et al. (2004) analyzed seasonal sea-level variations. According to their research for low-frequency variability (after removing diurnal, semidiurnal, and high-frequency tides as well as short-term meteorological fluctuations), the remaining signal can be decomposed into the following terms

\[ h(t) = H + ct + h_m(t) + h_s(t) + h_r(t) \]  \hspace{1cm} (4)

where \( h(t) \) represents the observed sea level, \( H \) the mean sea level, \( ct \) the possible sea level trend, \( h_m(t) \) and \( h_s(t) \) the meteorological and steric contributions respectively, while \( h_r(t) \) accounts for other contributions and \( h(t) \) includes inter-annual variability and noise. In the particular case of Galician harbors, the term \( h_m(t) \) accounts for ~80% of the variability, suggesting a strong response to meteorological forcing (wind setup and inverted barometer response), especially to winds (García-Lafuente et al. 2004). In addition, the term \( h_r(t) \) is small, since the area is characterized by intense summer upwelling, which reduces the amplitude of the thermal cycle and hence decreases steric effects.

The steps followed in the present analysis can be summarized as follows. Hourly data were averaged to a daily scale, neglecting non-complete days. Gaps in the data, <2.5% of the total data set, were interpolated by means of a spline method. Then, a running average (±15 d) was considered as a filter to eliminate or, at least, to smooth out daily variability. Other authors (Cabanas et al. 2003, Rosón et al. 2009) preferred to work with monthly averages, but the results obtained following our approach are identical, so proving that the observed trends are completely independent of the particular features of the method used to compute them.

We linearly fitted the observed sea level for the whole period under study (1943 to 2005 for Vigo and 1943 to 2008 for Coruña).

Finally, we removed the crust movement for a better estimation of the long-term sea-level changes. Due to the lack of additional detailed information about the stations under study, only the post-glacial rebound (PGR) signal was removed by using the corrections given by the Geodynamic Model (Peltier 2001). These values are ~0.13 and ~0.27 cm decade\(^{-1}\) for Coruña and Vigo stations respectively.

### 8.2. Results

In order to compare our results with others described in the literature, the data were linearly fitted for different time periods. Table 8 summarizes the main findings of this preliminary analysis. The results were independent of the fitting method used by the different authors. The values observed for Vigo were larger than those reported in previous studies (Douglas 2001, Peltier 2001) at other stations located in the northeast Atlantic Ocean: 1.45 cm decade\(^{-1}\) in Newlyn (Great Britain), 1.04 cm decade\(^{-1}\) in Brest (French Brittany), 1.89 cm decade\(^{-1}\) in Cascais (Portugal), and 1.70 cm decade\(^{-1}\) in Lagos (southern coast of Portugal). However, the result for Vigo was close to the one obtained for Santander (2.12 cm decade\(^{-1}\)) by Marcos et al. (2005). The reason for the observed discrepancies should be analyzed in detail. Results reported by Douglas (2001) and Peltier (2001) were calculated with records covering a period of 80 yr, spanning from the first decades of the 20th century to the beginning of the 1990s, while results in Spain were calculated from Instituto Español de Oceanografía records covering around 60 yr since 1943. Thus, results can be sensitive both to the length of the record and to the particular time period under study.

Given the short distance between Coruña and Vigo (~100 km), the difference in SLR between both stations seems rather large. Marcos et al. (2005) examined the trends calculated at both stations and at the neighboring station of Santander. They observed the existence of a jump in the reference sea level at Coruña during the period 1955 to 1965. In addition, they also identified a data gap of 70 d starting in June 1963. Thus, data were corrected to fill the gaps by means of an empirical orthogonal function technique involving these stations to obtain a corrected trend of 2.12 cm decade\(^{-1}\) in Santander, 2.91 cm decade\(^{-1}\) in Vigo, and 2.51 cm decade\(^{-1}\) in Coruña. Note that the correction only slightly modifies the trend in Vigo but it produces a remarkable effect in Coruña.

Fig. 22 shows the 10 yr moving average of sea level recorded at Coruña (grey line) and Vigo (black line) stations and also depicts the anomaly relative to the period 1943 to 2004. Note that the years before 1948

<table>
<thead>
<tr>
<th>Source</th>
<th>Period</th>
<th>Sea level rise (cm decade(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cabanas et al. (2003)</td>
<td>1943–1999</td>
<td>1.45</td>
</tr>
<tr>
<td>Present study</td>
<td></td>
<td>2.88</td>
</tr>
<tr>
<td>Rosón et al. (2009)</td>
<td>1943–2004</td>
<td>1.52</td>
</tr>
<tr>
<td>Present study</td>
<td></td>
<td>2.90</td>
</tr>
<tr>
<td>Marcos et al. (2005)</td>
<td>1943–2001</td>
<td>1.59</td>
</tr>
<tr>
<td>Present study</td>
<td></td>
<td>2.84</td>
</tr>
</tbody>
</table>
and after 1999 were discarded since they were not central to a whole decade of data. Both patterns showed an overall increase in sea level, which was more marked in the case of Vigo and in good agreement with the results shown above. Some authors (e.g. Marcos et al. 2005) have related this increase to water-volume expansion due to the increasing heat content of the ocean (Levitus et al. 2000), although the correlation between both signals is far from being perfect, especially when comparing the sharp increases observed in the series.

The decadal variability of sea level was analyzed in terms of the trend computed for 10 yr periods centered on every year of the entire record (Fig. 23). Once again, the years before 1948 and after 2003 in Coruña and after 1999 in Vigo were discarded since they were not central to a whole decade of data. In addition, a running average involving the previous and next period was used to smooth data. There was a marked variability, with values ranging from ca. –4.5 to 9 cm decade⁻¹ in Coruña (grey line in Fig. 23) and from ca. –4.0 to 13 cm decade⁻¹ in Vigo (black line in Fig. 23). The correlation between trends was moderate (R = 0.47) although, visually, one can observe how both series were in phase from the beginning of the record to the mid-1960s and again from 1980 on. Note that the highest SLR was observed during the 1990s for both stations, although the rate has decreased during the last decade. In addition, the average trend was 1.61 ± 0.46 cm decade⁻¹ in Coruña and 3.25 ± 0.69 cm decade⁻¹ in Vigo. Marcos et al. (2005) have compared mean sea level and mean North Atlantic temperature (derived by Levitus et al. 2000) and found them to be similar. Nevertheless, the comparison between the series shows the similarities and discrepancies. In particular, the main discrepancy is the time lag between the sharp increases observed in both signals (Marcos et al. 2005).

9. SYNOPTIC SYSTEMS

At mid-latitudes, the variability of weather and climate is related to moving low-pressure systems, which sometimes are diverted from their regular path by the presence of persistent and quasi-stationary high-pressure systems. Both systems are expected to shape some of the characteristics and variability of the analyzed region.

Thus, extra-tropical cyclones have a strong influence on local weather, as their passage is related to strong winds, precipitation, and temperature variations that occasionally produce destructive flooding (e.g. Ulbrich et al. 2009). In summer, however, quasi-stationary cyclones positioned over heated land masses are mostly dominant over Iberia, bringing little precipitation (e.g. Trigo et al. 1999). In contrast, blocking activity interrupts the normal progression of extra-tropical cyclone systems and—for typically 1 to 2 wk—suppresses the mid-latitude westerly winds, which are replaced by meridional flows (e.g. Barriopedro et al. 2010). Therefore, persistent anomalous temperatures and a marked redistribution of precipitation over large areas of middle and high latitudes, including NW Iberia, are typical fingerprints of blocking patterns (Trigo et al. 2004a, García-Herrera et al. 2007).

The results presented in this section are based on objective detection schemes of these specific synoptic systems by means of automatic algorithms applied to gridded data, taking advantages of the following reanalyses: the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-40 reanalysis project (Uppala et al. 2005) and the National Center for Environmental Prediction and National Center for Atmospheric Research (NCEP/NCAR) reanalysis (Kalnay et al. 1996, Kistler et al. 2001).
9.1. Cyclone climatology

9.1.1. Methods

Cyclone activity can be inferred from either Eulerian or Lagrangian methods (see e.g. Ulbrich et al. 2009). The analysis of cyclones presented herein is of Lagrangian nature and follows the scheme by Trigo (2006), which is based on 1000 hPa geopotential height fields (6-hourly) from the ERA-40 reanalysis for the period 1959 to 2001 at the highest resolution available (ca. 1.125° × 1.125°).

The method we used to analyze cyclones consists of the detection of sea-level pressure minima that are eligible for possible storm centers according to a set of conditions and their subsequent tracking by looking for the nearest neighbor in consecutive charts within a given distance. The lifecycle of the storm must exceed 24 h, to eliminate weak systems with little impact on local weather.

As NW Iberia is frequently affected by cyclones originating in the North Atlantic, changes in cyclone activity over the region west of the IP region are expected to be strongly related to those in the North Atlantic. Therefore, the analyses of cyclone variability and trends described herein will be performed for 2 regions: (1) the North Atlantic sector encompassing the area 30–50°N, 0–20°W; and (2) a smaller area (40–46° N, 5–15° W) embedded in the North Atlantic sector but centered on NW Iberia. As already mentioned by Trigo et al. (1999), the monthly distributions of cyclogenesis activity in the Mediterranean indicate the existence of 3 main overlapping seasons: extended winter (NDJFM), spring (MAMJJ), and summer (JJAS), whereas the conventional autumn months (SON) correspond to transitions between summer and winter regimes. These seasonal definitions have been adopted here.

9.1.2. Results

The annual mean spatial distribution of cyclones for the western Europe sector is presented in Fig. 24. (Note that each cyclone is identified by its minimum central pressure [i.e. just 1 grid point] but the same cyclone is counted more than once in a given day, as the temporal resolution is 6 h.) The IP is one of the most favorable areas for the location of minimum central pressures over the Mediterranean. The relative maximum of cyclonic activity over the IP exhibits a strong annual cycle and it is mostly due to summer activity of the Iberian thermal low (Trigo et al. 1999), a quasi-stationary signature that rarely brings precipitation. In winter, however, most of the cyclones travel along the northern Atlantic or, secondarily, through the Azores-Mediterranean axis. Although the tracks delineated by the cyclone centers are displaced slightly from the region under scope, it is important to notice that an extratropical cyclone often reaches 1500 to 2000 km in diameter (Longshore 2000) and that frontal precipitation associated with extratropical cyclones typically occurs south of the low-pressure center. Therefore, the target region is mainly affected by low-pressure systems to the north, thus justifying the analysis of cyclone changes over a larger area than the one under scope.

Fig. 25 shows annual and seasonal decadal trends of the percentage of cyclone number aggregated in ~9° × 9° cells centered over each grid point for the 1959–2001 period. Two bands with opposite signs were observed (Fig. 25a): the one with positive trends was located in northern latitudes, mainly northern UK, and the one with a decline in the number of cyclones was centered at southern latitudes, over the IP. Although seasonal trends exhibited strong spatial variability, annual signatures, especially the decreasing trends, seemed to arise from the winter season, whose pattern suggests a northward shift of the storm tracks in the eastern Atlantic/Western Europe sector (e.g. Trigo 2006). Recent studies also show evidence of a decline in winter cyclone density during the second half of the 20th century (e.g. Raible et al. 2008), especially in middle (but not high) latitudes of the North Atlantic, with a resulting northward shift of the mid-latitude storm tracks (e.g. Gulev et al. 2001, Trigo 2006) that amounts to 180 km (Wang et al. 2006). These changes have been partially associated with decadal variability in the North Atlantic, and in particular, with a predomi-
nantly positive phase of the NAO through most of the 1990s (e.g. Hurrell 1995; see also Section 10). These trends in extra-tropical cyclones have significant impacts in the associated precipitation field. Thus, the significant decrease in winter cyclones and wind patterns over the western Mediterranean and an increase over Greenland and Scandinavia in the 1960–2000 period matches those patterns observed in precipitation and the height of waves and with concurrent decreases of precipitation in Iberia and increases in the UK, particularly acute in February and March (Trigo et al. 2008).

Focusing on NW Iberia, there are no substantial changes in cyclone frequency (only marginally significant in certain grid boxes), but it is surrounded by areas with significant decreases that spread throughout most of (and north of) the IP. Averaging cyclone activity over the western Europe region as a whole gives a non-significant trend of –0.62% decade\(^{-1}\). This almost zero annual decrease, however, masks seasonal changes of opposite signs, mostly dominated by a decline in winter cyclones of –5.20% decade\(^{-1}\) (months: NDJFM) (confidence level 99%), which corresponds to one of the seasons with a higher amount of precipitation in the region. The winter decrease in cyclones is in agreement with a widespread decline in winter precipitation over NW Iberia (see Table 4 & Section 4). During the rest of the year, a meridional dipole in cyclone trends also emerges, but with NW Iberia lying in between, which may partially explain the sparse distribution of the precipitation trends reported in Section 4.

9.2. Blocking

9.2.1. Methods

Blocking patterns are characterized by an appreciable mass difference between high and middle latitudes and anomalous easterly winds in typical latitudes of the westerlies, both signatures being typically employed in blocking-detection methods (e.g. Tibaldi & Molteni 1990). The blocking index used herein (Barriopedro et al. 2006) is a modified version of the Tibaldi &
Molteni (1990) index that allows for tracking and a 2-D description of the blocked flows, which are identified as regions of at least 12.5° in longitude with zonal wind reversals around the typical latitude of the jet stream (~50°N) during 5 d or more. The database was obtained from daily geopotential height fields at 500 hPa from the NCEP/NCAR reanalysis for 1948–2008.

To quantify blocking occurrence in NW Iberia, 2 parameters of blocking activity were derived, namely, the number of blocking events and the number of blocked days that affected any longitude of the 0–20°W region. A blocking event is said to affect this sector when at least one of its blocked longitudes falls within the area at any time of its life cycle. The second parameter is computed as the frequency of days when any longitude of the area was blocked by the presence of a blocking event. As blocking events exhibit a wide range of duration and the same blocking event can influence the same region for several days, both parameters provide additional information.

9.2.2. Results

Fig. 26 displays the longitudinal distribution of the annual averaged frequency of blocking days for the whole period. Two main sectors with a high tendency for blocking can be distinguished over the eastern sides of both oceans, with a secondary center of action over Eurasia. The region of interest (delimited by vertical lines in Fig. 26) was frequently affected by eastern Atlantic/western Europe blocking, especially during winter and spring, whereas in summer, blocking activity was rare. In the period of study, a total of 625 blocking events led to a flow reversal within the target region, giving an annual mean of about 10 episodes. On average, the region was blocked 65 d yr⁻¹ (i.e. 17% of the time). That means that each blocking event impinged on the target region for 6.5 d on average. As the mean persistence of the blocking events of the region was 9.9 d, each blocking event that reached NW Iberia persisted therein for >60% of its entire life cycle.

On average, annual blocking activity in the Atlantic/Europe region has decreased during the analyzed period (Fig. 27). A significant fraction of the annual trend arises from late winter and early spring (near 5% decade⁻¹, confidence level 99%), which is in agreement with the reported decreased trend in the Atlantic winter-blocking activity during the second half of the 20th century (Barriopedro et al. 2006, Croci-Maspoli et al. 2007a).

A longitude-time Hovmöller diagram of the local trends in the frequency of blocking days confirms the presence of regional decreases in the frequency of blocking days in the region, mostly confined to winter and early spring (Fig. 28). Additional analyses (not shown) showed that there were periods during the winters of the 1970s and 1990s that were characterized by less blocking activity, coinciding with upward trends towards positive phases of the NAO index (Section 10), which has been shown to be strongly related to blocking activity in the Atlantic sector (e.g. Barriopedro et al. 2006, Croci-Maspoli et al. 2007b).

Attributing regional changes such as large-scale circulation anomalies to a small region like NW Iberia is not straightforward, as local factors are expected to play a significant role. However, the spatial homo-
geneity in the sign of temperature trends across a region with a large diversity of conditions suggests a possible large-scale influence. Blocking occurrence in eastern Atlantic/western Europe favors below-normal temperatures and enhanced precipitation over southern Europe, including Iberia (Trigo et al. 2004a). The results reported herein are therefore in agreement with the temperature trends obtained in Section 3.2. The decrease in blocking is expected to have contributed to a reduction of persistent winter and spring cold periods in NW Iberia, which is in agreement with the increasing temperature trends reported in NW Iberia (Table 2; Section 3.2) and with the reduction in cold days and nights (Table 3; Section 3.2). The periods of strongest blocking decreases (1970s and 1990s) also agree with the maximum increases in temperature (Fig. 5; Section 3.2). Blocking impacts are also related to a deflection of cyclones to the south and precipitation increases over western Iberia. Accordingly, the blocking decrease mirrors the decreasing winter trend in cyclone activity over latitudes of NW Iberia (Fig. 25; Section 9.1.2). The reduction in blocking also implies a decrease in the frequency of northerly and easterly flows over NW Iberia, which seems to be in agreement with the reduced regional coastal upwelling in the wet seasons (Section 6).

Since the occurrence of blocking simultaneously involves lower-than-normal temperatures and above-normal cloud conditions over western Iberia, the impacts on maximum temperatures are expected to be particularly pronounced, the corresponding decreases in minimum temperatures being partially offset by the radiative nighttime warming associated with cloud conditions. Consistently, some of the strongest warming over the analyzed region has occurred in spring (Table 2; Section 3), although local and regional changes have likely contributed to shape and modulate the magnitude and spatial variations across the region. Temperature changes in other seasons besides winter and spring are most probably unconnected to blocking.

10. TELECONNECTION PATTERNS

10.1. Methods

Teleconnection patterns are often the phenomena responsible for abnormal weather patterns occurring simultaneously over seemingly vast distances. Previous studies (Rodríguez-Puebla et al. 1998, Lorenzo & Taboada 2005, deCastro et al. 2006a, Ramos et al. 2010) have considered that the most representative regional patterns of atmospheric variation in the Northern Hemisphere, with some influence on the eastern North Atlantic region, are: NAO, EA, SCAND, EA-WR, and Europe Polar/Eurasia pattern (POL). These atmospheric circulation patterns exhibit large-scale decadal change and play a key role in the long-term variability of winds across the North Atlantic, affecting the circulation of atmospheric weather systems and coastal upwelling intensity.

The teleconnection indices were obtained from the Climate Prediction Center (CPC) of the NOAA (www.cpc.noaa.gov) at monthly time scales from 1950 to 2005. A detailed description of the atmospheric modes and the procedure followed is described in deCastro et al. (2008a).

Although the NAO index has been the most commonly studied mode in the IP (Rodríguez-Puebla et al. 1998, 2001, Trigo et al. 2004b, Santos et al. 2005), several studies (e.g. Lorenzo & Taboada 2005, deCastro et al. 2006a) have shown the need to consider additional modes to explain the variable structure of winter rainfall and river flow in Galicia. Similar results were obtained to explain the variability of upwelling both in Galicia (deCastro et al. 2008b) and in the Bay of Biscay (Borja et al. 2008). In the latter case, Borja et al. (2008) showed that 55% of the anchovy catch variability is explained by upwelling over the spawning area, which is related to the EA pattern. Finally, several studies have indicated the influence of the main atmospheric circulation modes on weather type frequency and drought occurrence in Spain (Rodó et al. 1997, Rodríguez-Puebla et al. 1998, Pozo-Vázquez et al. 2005, Ramos et al. 2010). Monthly precipitation data
from 1976 to 1997 were obtained from the 22 rain gauge stations distributed throughout the Miño River basin (see stations labeled from A to F in Table 1). Only stations with >80% of the monthly precipitation data processed were considered in order to avoid bias in the results. Although orography and distance are not likely to alter conditions from one station to another due to the limited extent of the Miño River basin, data were spatially integrated over the basin by means of a weighted-average procedure following Alexander & Jones (2000). Monthly river-discharge data for a gauge station situated in Frieira were obtained from the Confederación Hidrográfica del Norte for the period October 1970 to September 2005 as mentioned in Section 7.1. Precipitation data, river discharge, and monthly teleconnection indices were averaged for the winter period (DJF) corresponding to the wet season during hydrological years (October to September).

10.2. Results

According to the results obtained in Sections 4 and 7, the months with the highest precipitation and hence river discharge are December, January, and February. Thus this section focuses on those teleconnection modes that influence precipitation and discharge during these months.

The lagged correlation coefficients between the major winter atmospheric indices and river flow are presented in Fig. 29. The EA index reveals a correlation coefficient close to 0.4. This correlation coefficient drops continuously for increasing time lags. The correlation coefficients between river discharge and the SCAND and EA/WR indices show a different behavior. In these 2 cases, the highest correlation coefficients (0.61 and −0.54 respectively) are achieved at a lag of 1 mo (river flow averaged for the period JFM). In contrast, the correlation coefficient between river flow and the NAO index achieves its maximum value of −0.66 at a time lag of 2 mo. This result contrasts with that obtained by Trigo et al. (2004b) for other Iberian rivers flowing into the Atlantic. In their results, the correlation between the DJF NAO index and river flow peaked at a time lag of 1 mo.

The correlations between the teleconnection indices and precipitation were also analyzed at each rain gauge station for the Miño River basin from 1976 to 1997 (Fig. 30). The highest correlations were obtained for the NAO index, ranging from −0.48 to −0.71. This result coincides with the one found by Queralt et al. (2009), who reported that negative winter NAO phases also favor the frequency of extreme precipitation events in Galicia, particularly the intensity of total and extreme precipitation events, suggesting that the relatively wet regions of the IP significantly reflect the intensity rather than the number of days with precipitation. The correlation coefficients between rainfall and the EA-WR index range from −0.2 to −0.6 and between rainfall and the EA and SCAND indices range from 0.25 and 0.6, showing a similar influence of the 3 teleconnection indices on precipitation patterns. Finally, no correlation between POL and rainfall was observed.

Table 9 summarizes the influence of the atmospheric patterns on precipitation at each gauge station. These correlations are significant for the NAO, SCAND, EA-WR, and EA indices (confidence level 95%). These results reveal some of the features mentioned in Section 10.1, namely that the NAO index has the strongest influence on precipitation for this region. The remaining indices, SCAND, EA-WR, and EA, reveal a lower although significant correlation with precipitation.

The weather in Galicia is characterized by the passage of cold fronts associated with lows travelling across the North Atlantic. The storm track in this area depends strongly on the particular NAO state during the winter, which will make the passage of cold fronts easier or more difficult. On the other hand, the action centers of the north-south dipole of the EA are located southwest of the NAO dipole. Considering that Galicia is strongly influenced by the NAO, but at a latitude where influences pass from positive to negative correlations, it is clear that the EA must have an important influence on winter rainfall as well. A positive EA pattern means that subtropical high and lows in the North
Atlantic are stronger. The northern part of the dipole is located in a latitude band between Newfoundland and Ireland in the North Atlantic. Therefore, a positive EA pattern implies that low pressure will dominate this area, and in this situation, more cold fronts will reach the Galician coast during the winter. In addition, the positive state of the east-west dipole of SCAND produces a negative pressure center over the IP, forcing the storm track along the same line of latitude as Galicia (forming a crossroads between Atlantic and continental influences), even if NAO or EA do not favor this trajectory. The EA-WR features in their positive phases imply the existence of high pressure located over Europe mainly to the north of the IP. This location prevents the jet stream from traversing southward toward Galicia, typically passing to the north or to the south, leading to more precipitation in Scandinavia and the Canary Islands and dry conditions over the IP, which explains the negative correlation with winter rainfall in Galicia. On the other hand the POL represents a north-south dipole, as with the NAO and EA, but with the centers of action located further north than the NAO centers. This location shows that variations in this index structure do not favor a correlation in regions located below 40° N.

The influence of the atmospheric indices on precipitation variability can also be found in the flow of Iberian rivers. For example, Trigo et al. (2004b) found correlation coefficients between the DJF averaged NAO index and the JFM averaged river flow for the period 1923 to 1998 of −0.55 for the Douro River, −0.52 for the Tagus River, and −0.69 for the Guadiana River.

<table>
<thead>
<tr>
<th>Index</th>
<th>Correlation coefficient (mean ± SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAO</td>
<td>−0.59 ± 0.02</td>
</tr>
<tr>
<td>SCAND</td>
<td>0.39 ± 0.02</td>
</tr>
<tr>
<td>EA-WR</td>
<td>−0.36 ± 0.02</td>
</tr>
<tr>
<td>EA</td>
<td>0.33 ± 0.02</td>
</tr>
<tr>
<td>POL</td>
<td>−0.053 ± 0.02</td>
</tr>
</tbody>
</table>
The correlation coefficients are stronger from south to north according to other research (Rodó et al. 1997, Rodríguez-Puebla et al. 1998, 2001), where the highest correlation coefficients between the December NAO index and the annual precipitation were observed in the southwestern corner of the IP. The correlations are considerably larger when the period 1973 to 1998 is considered: –0.76 for the Douro River, –0.77 for the Tagus River, and –0.79 for the Guadiana River, which shows the non-stationarity of the correlation (Goodess & Jones 2002). In the particular case of the Miño River, several modes have been described as having a non-negligible influence on river discharge and hence on precipitation (deCastro et al. 2006a).

In order to compare the correlation between the NAO index and the river flow for the Miño River with other Atlantic-draining Iberian Rivers, we used the same period of time (from 1973 to 1998) as Trigo et al. (2004b). The results show correlation coefficients of: –0.65 for the NAO and Arctic Oscillation indices, 0.64 for the SCAND, –0.50 for the EA-WR, 0.44 for the EA, and –0.13 for the POL index. The correlation coefficient obtained between the Miño River flow and the NAO index was smaller than the one obtained for the Douro River, which follows the tendency for correlations to diminish from south to north over the region. In this case the highest correlation between the NAO index and river flow was achieved for a time lag of 2 mo, which contrasts with the results obtained by Trigo et al. (2004b), where the highest correlation was obtained for a time lag of 1 mo. This is possibly due to the orographic constraints and the high density of dams located in the Miño River basin compared to the rest of Iberian rivers.

The non-stationarity of the atmospheric indices becomes more apparent when comparing the correlation with river flow for both analyzed time periods. An increase in the SCAND and EA correlation coefficients and a decrease in the EA-WR correlations are observed when passing from the 1976–1997 data set to the 1973–1998 data set. In contrast, correlation coefficients with the NAO index remain nearly constant over time. Therefore, the atmospheric patterns evolve temporally with a different structure, in such a way that the most prevalent pattern depends on the chosen period of time. The time evolution of the correlation coefficients between the atmospheric indices (NAO, EA, EA-WR, and SCAND) and river flow averaged for 22 yr periods (record length limited by the precipitation data) from 1970 to 2005 are presented in Fig. 31. The mean and standard deviation of these correlation coefficients are summarized in Table 10. Both Fig. 31 and Table 10 show the significance of the NAO, SCAND, EA-WR, and EA atmospheric patterns in explaining the inter-annual variability of the Miño River flow. In particular, it is clear that the NAO pattern had the greatest influence on Miño River flow from successive periods beginning in 1970–1991 and ending 1976–1997, with correlation coefficients close to –0.7. Afterwards, the correlation coefficient decreased, reaching values below –0.4 for the last 5 periods. On the other hand, the correlation coefficient between the SCAND pattern and Miño River flow increased during the entire time period, reaching the highest correlation values (close to 0.7) for the last 5 periods.

In addition, the results show how the decrease in the NAO correlation coefficient also coincides temporarily with the decrease in the EA-WR and EA correlation coefficients. The winter NAO exhibited significant multi-decadal variability, where the negative phase of the NAO (which is the phase with the most influence on the Miño River basin) dominated the

<table>
<thead>
<tr>
<th>Index</th>
<th>Correlation coefficient with lead (mo)</th>
<th>Lead (mo)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAO</td>
<td>–0.51 ± 0.04</td>
<td>2 (FMA)</td>
</tr>
<tr>
<td>SCAND</td>
<td>0.54 ± 0.02</td>
<td>1 (JFM)</td>
</tr>
<tr>
<td>EA-WR</td>
<td>–0.39 ± 0.02</td>
<td>1 (JFM)</td>
</tr>
<tr>
<td>EA</td>
<td>0.40 ± 0.02</td>
<td>0 (DJF)</td>
</tr>
</tbody>
</table>

Table 10. Correlation coefficient (simultaneous [lead = 0] and with lead, mean ± SD) between the DJF atmospheric patterns and Miño River flow averaged for 22 yr periods from 1970–2005. See Fig. 29 caption for abbreviations.
circulation from the mid-1950s through the 1978–79 winter (Hurrell 1995). During this ~24 yr interval, there were 4 prominent periods, of at least 3 yr each, in which the negative phase was dominant and the positive phase was notably absent. In fact, during the entire period, the positive phase was observed in the seasonal mean only 3 times, and never in 2 consecutive years. This explains the high correlation coefficient between the NAO pattern and Miño River flow and the relatively small influence of the SCAND pattern. An abrupt transition to recurring positive phases of the NAO occurred during the 1979–80 winter, with the atmosphere remaining locked near these index values until the 1994–95 winter season. During this 15 yr interval, a substantial negative phase of the pattern appeared only twice (in the winters of 1984–85 and 1985–86). Thus the NAO positive phase shows less influence on precipitation in Galicia and consequently on the Miño River flow, with SCAND becoming the circulation pattern of most relevant influence.

11. CONCLUDING REMARKS

In the present study, the state of climate in NW Iberia was analyzed by means of different atmospheric and oceanographic variables. In this section, we consider a treatment of uncertainty slightly different from the one used by the IPCC (2007). Instead of considering different grades (virtually certain: >99%; extremely likely: >95%; very likely: >90%; likely: >66%), here we only distinguish between very likely (>90%) and without statistical significance. The main findings of the present study can be summarized as follows:

- It is very likely that both maximum and minimum land temperature have increased at the annual scale since 1974 at a mean rate on the order of 0.5°C decade\(^{-1}\). This behavior is especially marked for maximum temperature in spring and summer, and for minimum temperature in spring, summer and autumn.
- It is very likely that cold days and cold nights have become less frequent over NW Iberia since 1974. This decrease is especially remarkable for cold days in spring and for cold nights in spring, summer, and autumn.
- It is very likely that hot days and hot nights have become more frequent over NW Iberia since 1974. Trends are evident for hot days in spring and summer and for hot nights in spring, summer, and autumn.
- It is very likely that precipitation has decreased in winter and increased in autumn since 1974. No clear trend is observed during the other seasons and at an annual scale.
- It is very likely that coastal SST has increased at a mean rate of ~0.15°C decade\(^{-1}\) since 1985. This behavior is especially noticeable in spring and summer, with increases at a mean rate of 0.35 and 0.30°C decade\(^{-1}\) respectively.
- It is very likely that Atlantic SSTs have increased at a mean rate on the order of 0.24°C decade\(^{-1}\) since 1974. This annual trend is mainly caused by spring and summer increases at a mean rate of 0.35 and 0.31°C decade\(^{-1}\) respectively.
- It is very likely that several warming-cooling cycles in SST have occurred since 1874. The intensity of the present-day warming is similar although slightly higher than the one observed for the period 1908 to 1945.
- It is very likely that coastal upwelling along the western cost of NW Iberia has decreased during the period 1975 to 2008 both at the annual scale and during the wet season. The significance of the decrease observed during the dry season is lower.
- It is very likely that the discharge of the Miño River has decreased at a mean rate of 18 m\(^3\) s\(^{-1}\) decade\(^{-1}\) since 1970. This decrease does not agree with precipitation results, suggesting that most of the observed decrease can be due to changes in water and land uses.
- It is very likely that sea level has risen by approximately 2 cm decade\(^{-1}\) since 1943.
- It is very likely that winter cyclone frequency around western Europe has decreased for the period 1959 to 2001, which may have contributed to the decline in winter precipitation.
- It is very likely that blocking activity has decreased during winter and spring since 1948. This decrease was more pronounced during the 1970s and the 1990s and may have helped to amplify the increasing temperature trends by reducing the frequency of days with cold temperatures.
- Changes in circulation systems and their associated effects on temperature and precipitation are in broad agreement with a positive trend of the NAO in recent decades (until the 1990s), although other modes of variability also influence inter-annual variability of climate in NW Iberia.

The changes observed at a local scale (i.e. for NW Iberia) during the second half of the 20th century and beginning of the 21st century are consistent with those observed at the global scale (IPCC 2007). The possible persistence of these changes requires further study. In particular, the interaction of anthropogenic changes with internal climate variability is still an open question.
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