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1. Introduction

Empirical studies require data samples to be representative of the target population with respect to the principal characteristics. There are many papers on the issue of selecting representative samples, including Ramsey and Hewitt (2005), Grafström and Schelin (2014), Kruskall and Mosteller (1979a, b, c, 1980), and Omair (2014).

One way of determining whether a sample is representative of a population is to use a goodness of fit test to check whether the data fits the population distribution. The goal is to test whether the sample data fits a distribution from a certain population. One procedure commonly used is Pearson’s $\chi^2$ goodness of fit test. When the variables under study are grouped in given categories or strata in the population, the data in the sample is organized in the same way in order to apply this test. The strata are constructed so that the population is divided into major categories that are relevant to the research interest. In each category the test statistic compares the observed frequency in the sample with the expected frequency in the theoretical or known population.

Pearson’s $\chi^2$ and the likelihood ratio $G^2$ are arguably the two most widely used statistics in contingency table analysis (Cai et al. (2006)). Both can be used to test independence between categorical variables in contingency tables and to test homogeneity to determine whether frequency counts are distributed identically across different populations. These statistics may also be used to assess goodness of fit in multivariate statistics such as logistic regression (Hosmer et al. (1997), Hosmer and Lemeshow (2000)), log-linear modeling (Bishop et al. (1975), Fienberg (2006)) and Latent Class analysis (LCA) (Lazarsfeld and Henry (1968), Goodman (1974)).

These statistics have an asymptotic chi-squared distribution, given some assumptions. By and large, the validity of the test results depends on a minimum size of expected cell frequencies. As a rule of thumb, that number has been established in practice as 5. It is well-known (Cochran, 1952) that when some expected cell frequencies or probabilities are small, their reference asymptotic distribution is not suitable for assessing p-values or the size of the test. This problem arises frequently in social science, biomedical and health science and psychometrics applications (Cai et al. (2006), Bartholomew and Tzamourani (1999)) with sparse contingency tables (Agresti, 2002).

Delucchi (1983) reviews the research conducted after the paper by Lewis and Burke (1950) in an attempt to address the problems listed by them and to form recommendations regarding the use and misuse of the chi-square test. The various papers examined by Delucchi (1983) regarding the problem of working with too small expected frequencies recommend different minimum sizes depending on the type of test for all the strata or for a percentage of them, with fixed values or values depending on the number of categories, etc. Along the same lines, Moore (1986) establishes some criteria for the selection of the minimum size.

To solve these limitations, various alternative approaches have been proposed in the literature. One of them is to use resampling methods such as the parametric bootstrap to obtain an empirical p-value (Lin et al. (2015), Bartholomew and Knott (1999), Bartholomew and Tzamourani (1999); Collins et al. (1993)). The use of resampling methods has become increasingly popular given the power of today’s computers. Cai et al. (2006) point out that resampling methods are not very practical computationally given that in comparing the fit of different models the resampling procedure must be repeated for each model. Moreover, Tollenaar and Mooijaart (2003) show that the validity of a bootstrap-based test depends critically on what statistic is being
bootstrapped. In particular, bootstrapping Pearson’s $\chi^2$ or the likelihood ratio $G^2$ does not provide immediate Type I error rate control under sparseness.

Other alternatives call for Yate’s continuity correction\(^6\) to be used (Yates (1934)), applying exact tests such as Fisher’s exact test (Fisher (1935), Mehta and Patel (1983)) to test independence\(^7\), or trying to estimate the Cumulative Distribution Function (CDF) of the statistics (Tsang and Cheng (2013)).

One last proposal, which has proved very popular in practice, is to pool or regroup cells to reach the desired minimum number of expected frequencies. If the test is to be conducted just once and regrouping is the option chosen (in spite of its limitations\(^8\)), it could be carried out exogenously before the statistic is computed.

However, tests can often be used repeatedly in successive studies, or more importantly there may be techniques that use a test in an iterative process. An example of this last case would be to carry out sampling or subsampling (Pérez-Salamero et al. (2017)), including the goodness of fit test in mathematical programming problems. Similar examples could be found (see Marsaglia (2003)) in the analysis of random number generation processes, where tests have to be performed a number of times or in the sequential analysis of goodness of fit for different models using contingency tables. Therefore, if the researcher chooses to regroup the strata in order to solve the failure on the minimum size requirement, automatic re-grouping procedures in statistical software would be very useful, especially when tests are applied sequentially.

The paper proceeds as follows. After this introduction, Section 2 presents an extensive analysis of the software that carries out the Pearson’s $\chi^2$ test in order to check whether there is any automatic regrouping in the strata to satisfy the desired requirement of a minimum size. We conclude that, in general, there is not. Section 3 shows the flowchart that inspired the development of the proposed functions for regrouping the strata to satisfy the desired minimum requirement, independently of whether they are in the tails or in the middle. Section 4 shows some results. Two examples are used to illustrate the utility of the functions and to analyze the behavior of the test in different software packages. Lastly, a third example shows the iterative use of the regrouping functions in a mixed integer programming framework. This is a real problem based on the Continuous Sample of Working Lives, a dataset widely used in numerous studies, especially on labor economics and the Spanish public pension system.

The paper ends with some concluding remarks, further research proposals and three appendices. The first appendix gives an outline review of selected software packages as regards whether they include Pearson’s $\chi^2$ goodness of fit test, or at least functions that enable that test to be conducted. The second shows the codes developed in Excel VBA (Visual Basic Applications) and Mathematica that make automatic regrouping and the correct application of the test $\chi^2$ possible. The final appendix shows the mathematical approach to the real problem explained in Section 4 (Results), i.e. the selection of the larger subsample that verifies the goodness of fit $\chi^2$ test.

---

\(^6\) This correction reduces the numerical value of the test statistic, and hence weakens the power and significance level of the test, making it overly conservative (Haviland (1990), Hirji (2006), Agresti (2002), Lydersen et. al. (2009)).

\(^7\) Campbell (2007) and Kroonenberg and Verbeek (2017) compare and discuss the problem of selection from these alternatives.

\(^8\) See for example Bosgiraud (2006) or Bartholomew and Tzamourani (1999) for an excellent discussion on this issue.
2. The Chi-square Test in software

The $\chi^2$ goodness of fit test approach can be found in any basic manual of statistical inference. It is due to the pioneer work of Pearson (1900). It is a nonparametric test which can be applied to categorical, discrete, and continuous random variables.

The statistic for the test is given by the following expression:

$$\chi^2 = \sum_{i=1}^{k} \frac{(O_i - E_i)^2}{E_i}$$  \[1.\]

with $O_i$ being the observed values and $E_i$ the expected or theoretical values. For large samples it is proved that this statistic is distributed as a $\chi^2$ with $\nu = k - r - 1$ degrees of freedom, where $k$ is the number of categories or strata, depending on how the population and the sample are organized, and "r" is the number of parameters estimated using the observed data in the sample.

The $\chi^2$ goodness of fit test is carried out by comparing the sample value of the statistic with the corresponding critical value obtained from the $\chi^2$ distribution with $\nu$ degrees of freedom and a level $\alpha$ of significance. If the test statistic is not as extreme as the critical value, then the null hypothesis that the sample (observed values) has the same distribution as the population (expected values) is not rejected. The test can also be used based on the p-value obtained from the sample value of the statistic.

Table A1-1 in Appendix 1 summarizes selected software packages that can be used for statistical purposes, to check whether Pearson’s $\chi^2$ goodness of fit, or at least specific functions that enable it to be implemented are available in them. It also reports whether, automatic re-grouping of strata is possible if the test [1.] is calculated.

After comprehensively reviewing the software that can carry out this test, we conclude that there are only two programs that offer the possibility of automatic regrouping of strata when the required or desired minimum size is not reached:

a. Matlab, which allows users to choose the minimum size so as to regroup giving a positive integer as the value for the argument because the number zero indicates that there is no regrouping of strata in terms of the size of the expected values. The chi2gof function in Matlab regroups only the strata at the extreme end of either tail, but does not combine the interior bins.

b. SSJ 3.2.0 Stochastic Simulation written in Java. This tool allows regrouping but not in a single step. To use this facility, one must first construct an OutcomeCategoriesChi2 object by entering the expected number of observations for each original category into the constructor. By calling up the method regroupCategories the program will then regroup categories in such a way that the expected number of observations in each category reaches a given threshold minExp. The method then counts the number of samples in each category and calls up chi2 to get the chi-square test statistic.

There are many computer programs that have the option of filtering and/or grouping data before the test is run, but they do not offer automatic regrouping in the internal instructions for computing the test.
There is therefore consistent evidence to suggest that there are very few computer tools and statistical packages that have the possibility of automatic regrouping, not only at the extreme end of either tail but also in the interior bins. Hence, it is worth developing an automatic regrouping method that could be easily adapted to different software environments without having to perform the regrouping exogenously to the procedure each time the minimum size for the expected values is not met.

3. **The automatic regrouping of strata**

The automatic regrouping of categories or strata is a sequential procedure that starts with individual analysis of the size of each stratum. The second step is to regroup the categories that do not meet the minimum size requirement, if necessary, together with the adjacent ones, such that the resultants reach the desired minimum value.

It might be of interest to regroup not only the strata at the extreme ends of the tails but also those in intermediate categories. Prime examples are geographical grouping to follow some economic variables, the population at risk from certain diseases, the distribution of passengers on a track between important cities (for hours or cities with shutdown), visitor flows to shopping centers, and online submissions of tax return forms within the deadline.

In particular, the automatic strata regrouping procedure proposed analyzes their size in increasing order from the first strata to the last. The ordering is determined by the variable that is at the origin of stratification. Hence, if a category does not reach the minimum established size value, \( \text{min} \), its elements are added to the next stratum. If the next category, with the added values, reaches the minimum, \( \text{min} \), this regrouped category keeps its own elements plus the ones added, provided that the number of elements in the subsequent categories is, at least, equal to the minimum number, \( \text{min} \).

The procedure continues in the same way until the last category is reached, if applicable.

Given a specified regrouped category, if the total sum of the elements in the following categories is less than the minimum number, \( \text{min} \), those elements will be added to the given regrouped category, which becomes the last one with elements because the rest will be empty.

The flowchart in Figure 1 shows the regrouping process on which the subsequent computation procedure is based. The main elements and the dynamics of the chart are as follows:

1. The observed and expected values needed to calculate the goodness of fit test, together with the required minimum size value for the strata, \( \text{min} \), are introduced.

2. We check whether the number of observed values in the strata, \( k \), is equal to the number of expected values, \( m \). If not, the data entry stage must be revised. If the two dimensions coincide, we continue.

3. The variable \( i \), representing the index of a specific observed and expected value, is given an initial value of 1 within the corresponding vector of values. The variable \( \text{last} \) is given an initial value of 0, and represents the indicator for the last group with a regrouped size equal to or greater than the minimum.

4. We check whether the last stratum or category has been reached by comparing the stratum index, \( i \), with the total number of strata, \( k \). If the last stratum has not yet been reached we continue with the next step. If the last stratum is reached, \( i = k \), we go to step 10.
5. The expected value in stratum \( i \), \( n_i^{\text{exp}} \), is compared with the minimum size established at the beginning, \( \text{min} \). It is worth noting that, except in the first category or stratum, the size of the expected value in a category to be compared with the minimum is that which is obtained after the loop 4-9 is performed; in other words, it might be the result of the sum of the original value for this category and previous ones which failed to reach the required minimum size.

6. If the size of the expected value in a category does not reach the minimum, this value is added to the next stratum, \( n_{i+1}^{\text{exp}} = n_i^{\text{exp}} + n_i^{\text{exp}} \). The same is done for the size of the observed value, \( n_{i+1}^{\text{obs}} = n_i^{\text{obs}} + n_i^{\text{obs}} \).

7. Once the expected and observed values of a category that does not reach the minimum size are added to the corresponding values in the next stratum, we give a value of zero to the expected and observed values of the original categories.

8. If the expected value reaches the minimum size the index that marks the last category reaching the minimum increases by 1, \( \text{last} = \text{last} + 1 \), and we continue.

9. The index that marks the next category of expected values to be checked increases by 1, \( i = i + 1 \), and we move back to decision node 4. The loop 4-9 is performed again, until the last group is reached, \( i = k \).

10. Once the last category of expected values is finally reached, its accumulated expected value, \( n_k^{\text{exp}} \), is compared with the minimum, \( \text{min} \).

11. If the accumulated expected value for the last category, \( n_k^{\text{exp}} \), does not reach the minimum, \( \text{min} \), the relevant value is added to the last one which did reach the minimum size, \( n_{\text{last}}^{\text{exp}} = n_{\text{last}}^{\text{exp}} + n_k^{\text{exp}} \), and the same is done with the observed value of the original last one, \( n_{\text{last}}^{\text{obs}} = n_{\text{last}}^{\text{obs}} + n_k^{\text{obs}} \). If the accumulated expected value for the last group reaches the minimum then it remains unchanged.

12. The indexes for the categories (original and regrouped) are initialized, \( i = 1 \), \( j = 1 \).

13. We start a new loop, 13-17, to compact the vector of regrouped expected and observed values obtained in the previous steps. This loop is performed for all expected values of strata, from the first to the last, \( k \), i.e. for all \( i \leq k \).

14. We check whether the accumulated expected value is greater than 0, \( n_i^{\text{exp}} > 0 \), which means that, given step 7, it will be greater than the minimum. This is the updated value of the expected values for all categories. As explained above, it is obtained after adding the values of previous categories to the original value of a category, maintaining the original expected value in the case of other categories. This is done once the value of 0 has been assigned to those that do not reach the minimum and therefore do not take in the below-minimum values of other previous categories.

15. If after regrouping the accumulated expected value of the ith category is greater than 0, and therefore greater than the minimum, that value is assigned as the jth component of a new vector of regrouped expected values, \( \tilde{n}_j^{\text{exp}} = n_i^{\text{exp}} \), and the ith updated observed value is assigned to the jth component of the new vector of regrouped observed values \( \tilde{n}_j^{\text{obs}} = n_i^{\text{obs}} \).
Figure 1.- Flowchart. Automatic regrouping of strata

INPUT DATA
\[ n^{\text{exp}} = \{n_1^{\text{exp}}, n_2^{\text{exp}}, \ldots, n_k^{\text{exp}}\} = \{n_i^{\text{exp}}\}_{i=1,2,\ldots,k} \]
\[ n^{\text{obs}} = \{n_1^{\text{obs}}, n_2^{\text{obs}}, \ldots, n_m^{\text{obs}}\} = \{n_j^{\text{obs}}\}_{j=1,2,\ldots,m} \]

1. INPUT DATA

2. \( k = m \) NO

3. \( i = 1 \)
   \( \text{last} = 0 \)

4. \( i < k \) NO
   \( i = i + 1 \)

5. \( n_i^{\text{exp}} < \min \) NO
   \( n_i^{\text{exp}} = n_i^{\text{exp}} + n_k^{\text{exp}} \)
   \( n_i^{\text{obs}} = n_i^{\text{obs}} + n_k^{\text{obs}} \)
   \( i = 1 \)
   \( j = 1 \)

6. \( n_i^{\text{exp}} < \min \) NO
   \( n_i^{\text{exp}} = n_i^{\text{exp}} + n_i^{\text{exp}} \)
   \( n_i^{\text{obs}} = n_i^{\text{obs}} + n_i^{\text{obs}} \)
   \( \text{last} = \text{last} + 1 \)

7. \( n_i^{\text{exp}} = 0 \)
   \( n_i^{\text{obs}} = 0 \)

8. \( i = i + 1 \)

9. \( n_i^{\text{exp}} = n_i^{\text{exp}} + n_i^{\text{exp}} \)
   \( n_i^{\text{obs}} = n_i^{\text{obs}} + n_i^{\text{obs}} \)
   \( i = 1 \)
   \( j = 1 \)

10. \( i < k \) NO
    \( i = i + 1 \)

11. \( n_i^{\text{exp}} < \min \) NO
    \( n_i^{\text{exp}} = n_i^{\text{exp}} + n_i^{\text{exp}} \)
    \( n_i^{\text{obs}} = n_i^{\text{obs}} + n_i^{\text{obs}} \)
    \( i = 1 \)
    \( j = 1 \)

12. \( \text{cat}_{\text{exp}} = j \) NO

13. \( i \leq k \) NO
    \( i = i + 1 \)

14. \( n_i^{\text{exp}} > 0 \) NO
    \( \overline{n}_j^{\text{exp}} = n_j^{\text{exp}} \)
    \( \overline{n}_j^{\text{obs}} = n_j^{\text{obs}} \)
    \( j = j + 1 \)

15. \( \overline{n}_j^{\text{exp}} = n_j^{\text{exp}} \)
    \( \overline{n}_j^{\text{obs}} = n_j^{\text{obs}} \)

16. \( j = j + 1 \) NO

17. \( i = i + 1 \)

18. \( \text{cat}_{\text{exp}} = j \) NO

19. RESULTS

\[ \overline{n}^{\text{exp}} = \{\overline{n}_j^{\text{exp}}\} \] (regrouped)
\[ \overline{n}^{\text{obs}} = \{\overline{n}_j^{\text{obs}}\} \] (regrouped)
\( \text{cat}_{\text{reg}} \): total strata regrouped
16. We count the regrouped number of strata compacted up to this point, adding 1 to the index variable of regrouped strata in the new vectors, $j = j + 1$.

17. We increment the index $i$ for the original categories of the expected values, $i = i + 1$, up to the maximum, $k$.

18. Once the loop 13-17 ends, the final number of regrouped categories in the new vector of expected values, $h_{reg} = j$, is obtained.

19. The information that enables Pearson’s chi square goodness of fit test to be carried out after the regrouping of strata is now available: \( \bar{n}^{exp} = \{ \bar{n}^{exp}_j \} \), \( \bar{n}^{obs} = \{ \bar{n}^{obs}_j \} \), \( cat_{reg} \): total strata regrouped.

The procedure for the regrouping of strata or categories given a minimum size is written in Excel Visual Basic (VBA). As McCullough (2008) reports, it is well known there are quite a few shortcomings about this statistical package but he also points out, as Wilkinson (1994) and Ripley (2002) claim, that it is the most commonly used software in basic statistical calculations. This is one of the main reasons to analyze its precision, Keeling and Pavur (2011), as well as to provide functions that can be incorporated to the Microsoft Excel Function Library to help other users, as other authors have already done like Okeniyi and Okeniyi (2012) or for example improving Excel as a useful tool for teaching (Quintela and Fernández (2016)). In the specialized literature there is an example of using Visual Basic (Khan (2003)) related to Fisher’s exact test (FET). This test calculates the probability value for the relationship between two dichotomous variables in a 2x2 contingency table. FET is used when a chi-square test is to be conducted but at least one of the cells has an expected frequency of five or less. FET can be used regardless of how small the expected frequency is. Khan (2003) emphasizes the potential utility of Visual Basic because the program is user friendly, because of its object-oriented feature and because most users are familiar with a Microsoft windows environment, especially in biomedical applications.

Furthermore, the procedure is written in Mathematica to illustrate that the proposed functions can be generalized to other software. As for example McCullough (2000) points out, Mathematica is not properly a statistical package, but it has complements to carry out the statistical analysis with more precision than others statistical packages. The functions are inspired by the work of Ross (2015) and Pérez-Salamero (2015), the latter reference being written in VBA. More specifically, the programming adopts functions defined by the user which yield the values for the elements needed to calculate the \( \chi^2 \) test; in other words, the programming relies on the functions already available related to the test.

Tables A2-1 and A2-2 (the latter for Mathematica) in Appendix 2 show the code of the functions that yield the value of the \( \chi^2 \) statistic after automatic regrouping starting from a minimum value set by the user. The length of the code corresponds more to explanatory purposes than to an effort to keep it short.

There is a difference between the functions that yield the observed and expected values in VBA and Mathematica. In the former we opt to define a matrix function such that the result appears in many cells because the user does not know exactly when the function will need to be used or how many regrouped categories will result. The function is written so that it selects two columns and as many rows as there were original categories such that the user can see the regrouped categories and those with zero values.
In the case of Mathematica, the function that returns the vectors of observed and expected values is designed to compact the categories, showing only those regrouped with values above the minimum, i.e. those with non-zero values are eliminated, as indicated in the flowchart (loop 13-17).

Table A2-3 in Appendix 2 presents the code for the functions written in VBA. These functions give the number of regrouped strata in order to determine the degrees of freedom for the test. Likewise, Table A2-4 shows the code for a matrix function in Excel which yields the output of the observed and expected values of the regrouped categories.

Finally, for the case of Mathematica Appendix 2 incorporates the number of categories, (Table A2-5), the p-value for the test (Table A2-6), and lastly Table A2-7 shows the relevant information set, such as the value of the $X^2$ statistic, the p-value, and the regrouped strata (observed and expected).

4. Results

We use three datasets to illustrate the use of the custom functions defined in Excel and Mathematica where the regrouping of strata or categories could arise. In the first two the functions proposed in this paper are compared with some of the software tools analyzed in Appendix 1. Some do not regroup automatically and others, like Matlab, do so but only at the extreme ends of the tails. Finally, the iterative use of the regrouping functions is shown using the third data set, taking the condition that the null hypothesis for the $X^2$ test is not rejected as a constraint in an optimization problem in Excel.

Case 1. Pearson’s Illustration V

The data labeled “Illustration V” comes from the paper by Pearson (1900). Table 1 shows that 6 of the 17 categories considered have positive expected values of less than 5, with 4 of them being less than 1. Those strata are all located in the bins at the extreme ends.

Pearson (1900) considers that there are 17 categories, though the expected value of the last one is zero. Taking into account all the strata and with no regrouping, the sample value of the $X^2$ statistic and with the 16 degrees of freedom give a p-value of 0.101. On the other hand, the functions defined in Excel and Mathematica presented in Appendix 2 regroup them into 10 categories. The last two columns of Table 1 show how the functions regroup the categories. Considering the 10 categories after regrouping, the sample value of the $X^2$ statistic and the 9 degrees of freedom that now exist give a p-value of 0.31083538.

Excel, using the function CHISQ.TEST, shows the error message #DIV/0! because there is an expected value of 0. If group 17 is deleted the p-value is 0.073881753. QuickCalcs in GraphPad displays the following error message “The chi-square test is not possible when any of the expected values are zero” if all 17 of Pearson’s categories are considered. If the last category, with an expected value of 0, is deleted then there is another error message: “The total of the observed and expected must be equal”, because the program determines that the total expected values are not equal to the total observed ones.

---

9 The custom functions in Excel VBA presented in Appendix 2 include lines of code that verify this requirement, but they are shown as a comment to facilitate the iterative use of those functions.
<table>
<thead>
<tr>
<th>Category</th>
<th>Original</th>
<th>Regrouped</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
<td>Expected</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.18</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.68</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>13.48</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>45.19</td>
</tr>
<tr>
<td>5</td>
<td>101</td>
<td>79.36</td>
</tr>
<tr>
<td>6</td>
<td>89</td>
<td>96.10</td>
</tr>
<tr>
<td>7</td>
<td>94</td>
<td>90.90</td>
</tr>
<tr>
<td>8</td>
<td>70</td>
<td>71.41</td>
</tr>
<tr>
<td>9</td>
<td>46</td>
<td>48.25</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>28.53</td>
</tr>
<tr>
<td>11</td>
<td>15</td>
<td>14.94</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>6.96</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>2.88</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1.06</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0.34</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0.10</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Total</td>
<td>500</td>
<td>500.36</td>
</tr>
<tr>
<td>( \chi^2 )</td>
<td>11.75</td>
<td>10.51</td>
</tr>
<tr>
<td>df</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>p-value</td>
<td>0.101</td>
<td>0.31083538</td>
</tr>
</tbody>
</table>

*Source: Own work based on Pearson (1990)*

**Statistica** carries out the test with all 17 categories. It does not take into account any regrouping or make any requirement of minimum size for the expected values, but it warns that the sum of the observed values does not match the sum of the expected ones.

**Matlab**, with a default minimum size of 5, regroups the bins from the extreme ends with no warning about the difference between the sum of the observed values and the expected ones. If the parameter ‘\texttt{EMin}’ in \texttt{chi2gof} is modified to 0 to avoid regrouping an error message is displayed, given that there is a 0 value in category 17, because we are dividing by zero. If the last category, with the expected value zero, is deleted then the same results are obtained as if there is no regrouping. This means that the data must be input in its original version, with no modifications, because it is the command that regroups given the required minimum value.

**Minitab** notices that there are very small values when the expected value is 0. **R**, using the \texttt{chisq.test} function, warns users that the result might be incorrect, but does not specify that the problem is the small size of a category. It does not regroup or allow zero expected values.

Finally, **NCSS** does not regroup or warn about below-minimum size in any category. If it detects an expected value of 0 it does not display an error because it does not consider this kind of calculation.

**Case 2. Example: “No Moore rules”**
In this example, as in Case 1, the dataset does not meet the rules indicated by Moore (1986) for the minimum size required to carry out the $\chi^2$ test. Moore establishes a general minimum size of 1, but it should be 5 in 80% of the categories. In this example the size of the expected values is below 5 in 5 of the 10 categories, and below 1 in 3 of them. Moreover, there are intermediate categories that do not satisfy the minimum size, i.e. bins 6 and 7 with values lower than 5.

<table>
<thead>
<tr>
<th>Category</th>
<th>Original</th>
<th>Regrouped</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
<td>Expected</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.50</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>15.00</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>8.00</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td>12.00</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>2.00</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>20.25</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>0.50</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>18.00</td>
</tr>
<tr>
<td>Total</td>
<td>78</td>
<td>78</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>47.51419753</td>
<td>6.341318591</td>
</tr>
<tr>
<td>df</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>p-value</td>
<td>0.00000003147</td>
<td>0.1750672369</td>
</tr>
</tbody>
</table>

Source: Own work based on Moore (1986)

Applying the custom functions in Excel and Mathematica presented in Appendix 2, the data are regrouped into 5 categories. The last two columns of Table 2 show how the categories are regrouped. Considering the 5 categories after regrouping, the sample value obtained for the $\chi^2$ statistic and the 4 degrees of freedom give a p-value of 0.1750672369.

As in Case 1, there are problems in conducting the test in the software packages in general, because there is no automatic regrouping of the small size categories. The ways in which this issue is treated in some programs are outlined below by way of example.

**GraphPad** neither regroups nor performs the test, but it warns that the minimum size requirement of 5 is not satisfied: “The chi-square calculations are only reliable when all the expected values are 5 or higher. This assumption is violated by your data, so the P value may not be very accurate”.

**Matlab** does not regroup the intermediate categories. It warns that the size of some of them does not reach the minimum required, so the test results may not be very reliable. Statistica neither regroups nor gives any advice about the violation of the assumptions. Lastly, **R**, using the `chisq.test` function, warns that the results may not be very accurate but does not specify that the problem is the small size of some categories. It neither regroups nor allows for zero expected values.

**Case 3. Example with the Continuous Sample of Working Lives**

This case illustrates the iterative use of the regrouping functions. The $\chi^2$ test is included as a constraint that requires that the null hypothesis not be rejected in an optimization problem written in Excel.
This example is taken from Pérez-Salamero et al. (2017). The sample data used is the Continuous Sample of Working Lives (CSWL) survey from Spain for calendar year 2013 (DGOSS, 2014). A comprehensive overview of this dataset can be found in Pérez-Salamero et al. (2016, 2017) and MESS (2017). The Continuous Sample of Working Lives (CSWL) is a simple random sample of around 4% of the reference population defined as individuals who have had some connection (through contributions, pensions or unemployment benefits) with the Social Security system at any time during the year of reference. It contains administrative data on working lives, which provide the basis for this sample taken from Spanish Social Security records, and comprises anonymized microdata with detailed information on individuals.

Using a post-stratification process, Pérez-Salamero et al. (2017) obtain from the CSWL for calendar year 2013 the data corresponding to the number of male pensioners classified as permanently disabled, organized by age in 18 categories or strata. The population distribution is known at December 31st (INSS (2014)), which means that the relative expected frequencies are also known, and hence so are the expected values. Table 3 shows the observed values from the CSWL and the expected values from the population together with the result of regrouping.

<table>
<thead>
<tr>
<th>Age Category</th>
<th>Original</th>
<th>Regrouped</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
<td>Expected</td>
</tr>
<tr>
<td>15-19</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>20-24</td>
<td>29</td>
<td>30.04</td>
</tr>
<tr>
<td>25-29</td>
<td>198</td>
<td>195.33</td>
</tr>
<tr>
<td>30-34</td>
<td>606</td>
<td>581.48</td>
</tr>
<tr>
<td>35-39</td>
<td>1,201</td>
<td>1,203.73</td>
</tr>
<tr>
<td>40-44</td>
<td>2,014</td>
<td>1,982.02</td>
</tr>
<tr>
<td>45-49</td>
<td>3,106</td>
<td>3,050.46</td>
</tr>
<tr>
<td>50-54</td>
<td>4,281</td>
<td>4,230.30</td>
</tr>
<tr>
<td>55-59</td>
<td>5,710</td>
<td>5,706.36</td>
</tr>
<tr>
<td>60-64</td>
<td>7,151</td>
<td>7,269.83</td>
</tr>
<tr>
<td>65-69</td>
<td>3</td>
<td>58.48</td>
</tr>
<tr>
<td>70-74</td>
<td>6</td>
<td>3.28</td>
</tr>
<tr>
<td>75-79</td>
<td>7</td>
<td>4.28</td>
</tr>
<tr>
<td>80-84</td>
<td>14</td>
<td>10.88</td>
</tr>
<tr>
<td>≥ 85</td>
<td>17</td>
<td>16.48</td>
</tr>
<tr>
<td>Total</td>
<td>24,343</td>
<td>24,343</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>62.76</td>
<td>62.66</td>
</tr>
<tr>
<td>df</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>p-value</td>
<td>0.00000000382</td>
<td>0.0000000074</td>
</tr>
</tbody>
</table>

Source: Own work based on Pérez-Salamero et al. (2017)

At the bottom of Table 3 the results of the $\chi^2$ goodness of fit test are also shown. The null hypothesis of the test is rejected in the case of automatic regrouping$^{10}$ and in the case of no regrouping of strata with sizes lower than 5, selecting the strata with non-zero expected frequency. The CHISQ.TEST function written in Excel is used. Moreover, the fit of the sample to the population could be improved, since the null hypothesis is

$^{10}$ Matlab regroups the strata at the extreme ends but not in intermediate areas, though it warns that there are strata with numbers below the required minimum of 5.
rejected, given that the p-value is very small. If a subsample from the CSWL is selected such that its distribution does not reject the null hypothesis for a given significance level, this would provide a more representative subsample of the permanently disabled male pensioner population, by age, than the original sample.

To show the utility of the custom functions used iteratively, which enable the $\chi^2$ test to be conducted with automatic regrouping of strata that violate the minimum size requirement, we propose an optimization problem with constraints. The aim is to find the largest subsample contained in the CSWL subject to the acceptance of the null hypothesis of equal distribution as the population. The search for the largest subsample is justified by an attempt to ensure that as few pension records as possible are missed out, so as not to overlook diversity in pensioners’ working lives.

The mathematical development of the problem is shown in Appendix 3. It is implemented in Excel using the functions defined in Appendix 2 that allow automatic regrouping. The problem is solved using Solver by Frontline Systems. Given its non-linearity, the method for solving the problem is GRG Nonlinear. Moreover, we omit the integer constraint [6] on the variables.

Accuracy in compliance of constraints is set to 0.0000001. We select the option “Multistart” to use the multistart method for global optimization with a population size of 100,000 and a random seed value of 100,000, using “Central” to estimate derivatives through central differencing. After solving 100,000 subproblems, a non-integer solution is reached (“Solver found a probability of reaching a global solution”). The solution is then rounded and it is checked that the one obtained is contained in the original sample.

Constraint [2.] in Appendix 3, related to the improvement of goodness of fit, is not satisfied by a small error of 0.0000528, the difference between the sample value of the test and the critical value at the 5% statistical significance level, and the p-value obtained is 0.0499992.

Table 4. Subsample from the CSWL 2013. Permanent disability. Males

<table>
<thead>
<tr>
<th>Age Category</th>
<th>Original sample CSWL</th>
<th>Subsample</th>
<th>Expected</th>
<th>Observed (regrouped)</th>
<th>Ranged Expected (regrouped)</th>
<th>Expected (regrouped)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
<td>Observed</td>
<td>Observed</td>
<td>Expected</td>
<td>Observed</td>
<td>Ranged Expected</td>
</tr>
<tr>
<td>15-19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.02</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20-24</td>
<td>29</td>
<td>29</td>
<td>13</td>
<td>12.98</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>25-29</td>
<td>198</td>
<td>198</td>
<td>85</td>
<td>84.41</td>
<td>85</td>
<td>84.41</td>
</tr>
<tr>
<td>30-34</td>
<td>606</td>
<td>606</td>
<td>252</td>
<td>251.27</td>
<td>252</td>
<td>251.27</td>
</tr>
<tr>
<td>35-39</td>
<td>1,201</td>
<td>1,201</td>
<td>521</td>
<td>520.15</td>
<td>521</td>
<td>520.15</td>
</tr>
<tr>
<td>40-44</td>
<td>2,014</td>
<td>2,014</td>
<td>858</td>
<td>856.46</td>
<td>858</td>
<td>856.46</td>
</tr>
<tr>
<td>45-49</td>
<td>3,106</td>
<td>3,106</td>
<td>1,321</td>
<td>1,318.14</td>
<td>1,321</td>
<td>1,318.14</td>
</tr>
<tr>
<td>50-54</td>
<td>4,281</td>
<td>4,281</td>
<td>1,832</td>
<td>1,827.97</td>
<td>1,832</td>
<td>1,827.97</td>
</tr>
<tr>
<td>55-59</td>
<td>5,710</td>
<td>5,710</td>
<td>2,471</td>
<td>2,465.80</td>
<td>2,471</td>
<td>2,465.80</td>
</tr>
<tr>
<td>60-64</td>
<td>7,151</td>
<td>7,151</td>
<td>3,148</td>
<td>3,141.39</td>
<td>3,148</td>
<td>3,141.39</td>
</tr>
<tr>
<td>65-69</td>
<td>3</td>
<td>3</td>
<td>25.27</td>
<td>25.27</td>
<td>3</td>
<td>25.27</td>
</tr>
<tr>
<td>70-74</td>
<td>6</td>
<td>0</td>
<td>2</td>
<td>1.42</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>75-79</td>
<td>7</td>
<td>13</td>
<td>0</td>
<td>1.85</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>80-84</td>
<td>14</td>
<td>14</td>
<td>5</td>
<td>4.70</td>
<td>8</td>
<td>7.97</td>
</tr>
<tr>
<td>≥ 85</td>
<td>17</td>
<td>17</td>
<td>7</td>
<td>7.12</td>
<td>7</td>
<td>7.12</td>
</tr>
<tr>
<td>Total</td>
<td>24,343</td>
<td>24,343</td>
<td>10,519</td>
<td>10,518.94</td>
<td>10,519</td>
<td>10,518.94</td>
</tr>
<tr>
<td>df</td>
<td>14</td>
<td>12</td>
<td>14</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value</td>
<td>0.000000382</td>
<td>0.000000074</td>
<td>0.0851289170</td>
<td>0.0499992088</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Own work based on Pérez-Salamero et al. (2017)
The emergence of this solution, with no attention paid to the minimum size requirement for the strata, is due to the functions defined in Appendix 2. These functions regroup the original 15 strata into 12, with the regrouping being carried out at different times during the iterative process. This highlights the need for an automatic regrouping process because it is completely impossible to do it exogenously to the procedure in each iteration.

The results of the optimization process and the size of the strata associated with the solution obtained are presented in Table 4. The first two columns in Table 4 correspond to the first and third columns of Table 3 and we report them back in order to improve the comparison between the original sample and the sub-sample obtained. The last four columns in Table 4 have the same structure as the ones shown in Tables 1, 2 and 3.

Table 4 shows that the p-value of 0.085 obtained for the \( \chi^2 \) goodness of fit test in the subsample with no regrouping of strata does not allow the null hypothesis to be rejected, whereas the p-value of 0.0499 obtained after regrouping is at the limit of rejection of the null. If we do not take into account the minimum size requirement for validating the test, the results could be wrong and opposite to the case of regrouping.

Related to this last example, Pérez-Salamero et al. (2017) conduct a similar analysis for the CSWL for 2010. They consider five types of pension and both genders simultaneously, and obtain the largest representative sub-sample contained in the original sample with 146 strata, reaching the last iteration and regrouping them into 115 categories to carry out the goodness of fit test. This illustrates the importance of having automatic regrouping when a large-scale iterative procedure is used.

5. Summary, conclusions and further research

In empirical studies where a Pearson’s \( \chi^2 \) test is conducted, it is a common practice to regroup strata in order to attain a minimum size of expected frequencies for the test to be valid. In general, after comprehensively reviewing the software that can carry out this test, we conclude that there is no automatic regrouping of strata to meet this requirement, although it would be very useful if this were available. Having such automatic regrouping available in other packages would be of great use to researchers in many areas such as social science, biology and health science and others where this test is usually used in empirical research.

This paper proposes some functions that enable automatic regrouping to take place. This process is not only applied at the extreme ends of the tail strata, as in the case of Matlab, but also when intermediate categories do not meet the minimum size requirement, such as SSJ (a Java library for stochastic simulation) does.

The custom functions developed in this research have the advantage of being easier to implement than SSJ in an iterative process where the statistic must be calculated and the regrouping carried out in each iteration. This kind of process is illustrated with a real case example in the resolution of mathematical optimization problems. Matlab also has this advantage, but it does not allow regrouping in intermediate categories. Therefore, those functions allow to carry out Pearson's goodness of fit test with the possibility of regrouping categories, that we believe it is a quite important improvement on the current software available for basic statistical analysis, both in the case of the most used, Excel, as in other more precise packages like Mathematica.
We also believe that it could be very useful to make the automatic regrouping of categories or strata available in the iterative use of the test statistics used in Big Data and Data Mining (Larose (2014)), for example at the instance selection and association analysis stages, etc.

Finally, based on this paper, one possible direction for future research would be to adapt the code of the proposed functions to other languages and optimization environments such as AMPL, GAMS, LINGO, etc., in order to integrate them into the numerical resolution of problems of this kind. It would also be interesting to automate regrouping based on other, more general criteria such as sample size or the number of categories.

6. References


Pearson, K. (1900). On the Criterion that a given System of Deviations from the Probable in the Case of a Correlated System of Variables is such that it can be reasonably supposed to have arisen from Random Sampling. Philosophical Magazine, 50 (5), 157-175. DOI: 10.1080/14786440009463897.


## Appendix 1: Pearson’s goodness of fit test in the software analyzed

### Table A1-1. Pearson’s goodness of fit test in the software.

<table>
<thead>
<tr>
<th>Software</th>
<th>Chi-square Test</th>
<th>Regroup and/or automatic regrouping</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EXCEL</strong> MicroSoft Corporation</td>
<td>CHISQ.TEST</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>Returns the p-value obtained from Pearson’s chi-square statistic [1]. If any expected value is zero the error message “#DIV/0! division by zero” is displayed. <a href="https://support.office.com/en-us/article/CHISQ-TEST-function-2e8a7861-b14a-4985-aa93-fb88de3f260f">Link</a></td>
<td>NO</td>
</tr>
<tr>
<td><strong>GraphPad</strong> GraphPad Software, Inc</td>
<td>QuickCalc. On-line. It computes the statistic keeping the original observed and expected values, but only warns about the violation of the requirement of a minimum size of 5. If any of the expected values is zero the test is not carried out. <a href="http://graphpad.com/quickcalc/chisquared1/">Link</a></td>
<td>NO</td>
</tr>
<tr>
<td><strong>JMP</strong> SAS Institute Inc. Cary</td>
<td>PearsonChiSquareTest is a function that computes Pearson’s chi-square statistic but based on a method due to D’Agostino and Stephens. In this method the histograms of the observed and expected values are compared, so it does not calculate the statistic in the same way as Pearson. <a href="http://mathematica.stackexchange.com/questions/5579/performing-a-chi-square-goodness-of-fit-test">Link</a></td>
<td>NO</td>
</tr>
<tr>
<td><strong>Mathematica</strong> Wolfram Research, Inc</td>
<td>chi2goF: It computes the goodness of fit statistic. It regroups the strata at the extreme ends of the tails but not the intermediate ones. It allows the minimum size requirement to be set by using the EMin option. It returns the statistic value, the regrouped strata values, and any other information required about the test. <a href="https://es.mathworks.com/help/stats/chi2gof.html">Link</a></td>
<td>YES but only at the extreme ends of the tails.</td>
</tr>
<tr>
<td><strong>Matlab</strong> The MathWorks Inc.</td>
<td></td>
<td>NO</td>
</tr>
<tr>
<td><strong>Minitab</strong> Minitab Inc.</td>
<td></td>
<td>NO</td>
</tr>
<tr>
<td><strong>NCSS</strong> NCSS, LLC</td>
<td></td>
<td>NO</td>
</tr>
<tr>
<td><strong>PH-Stat</strong> Pearson Education, Inc</td>
<td>Add-in in Excel for statistical analysis based on functions written in Excel, so it has the same characteristics. In the chi-square goodness of fit tests it displays an error message about the violation of the assumption on the minimum expected frequency if it does not reach a minimum of 1 or 5 (chi-square test about difference between proportions), depending on the cases.</td>
<td>NO</td>
</tr>
</tbody>
</table>
Table A1-1. Pearson’s goodness of fit test in the software.

<table>
<thead>
<tr>
<th>Software</th>
<th>Chi-square Test</th>
<th>Regroup and/or automatic regrouping</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSPPIRE</strong>&lt;br&gt;Free Software Foundation, Inc.</td>
<td>Free software similar to SPSS, but it does not display any minimum size requirement error message as SPSS does.</td>
<td>NO</td>
</tr>
<tr>
<td><strong>R</strong>&lt;br&gt;The R Foundation for Statistical Computer</td>
<td>chisq.test: If there are strata with expected values lower than 5, it reports that the results are not correct: “Chi-squared approximation may be incorrect”. It there is a zero expected value, it does not compute the statistic because of division by zero. <a href="https://stat.ethz.ch/R-manual/R-devel/library/stats/html/chisq.test.html">https://stat.ethz.ch/R-manual/R-devel/library/stats/html/chisq.test.html</a> The statistic given by gofTest of the ENVStats is based on chisq.test. <a href="http://finzi.psych.upenn.edu/R/library/EnvStats/html/gofTest.html">http://finzi.psych.upenn.edu/R/library/EnvStats/html/gofTest.html</a></td>
<td>NO</td>
</tr>
<tr>
<td><strong>SAS/STAT</strong>&lt;br&gt;SAS Institute Inc.</td>
<td>The statement TABLES given in the procedure PROC FREQ does not allow for zero expected values in the option TESTF. It calculates the statistic showing the percentage of bins with expected values lower than 5 and it warns that the chi-square test results are not valid. <a href="https://support.sas.com/documentation/cdl/en/statug/63347/HTML/default/viewer.htm#statug_freq_a0000000658.htm">https://support.sas.com/documentation/cdl/en/statug/63347/HTML/default/viewer.htm#statug_freq_a0000000658.htm</a></td>
<td>NO</td>
</tr>
<tr>
<td><strong>S-PLUS</strong>&lt;sup&gt;11&lt;/sup&gt; TIBCO Software Inc.</td>
<td>Chisq.test works as in R, given that both use the same language and many of the functions of S-PLUS. The function chisq.gof in S-PLUS computes the goodness of fit test, but for theoretical expected values given by the usual statistical distributions.</td>
<td>NO</td>
</tr>
<tr>
<td><strong>SPSS</strong>&lt;br&gt;IBM Corporation y otros</td>
<td>If any expected frequency is zero the test procedure stops and reports this by telling the user that the expected values in each category must be at least 1 and no more than 20% of the categories may be lower than 5. If any observed value is zero but the corresponding expected value is not, the test is not computed because it considers that there are fewer observed categories than expected. It does not allow an expected value for frequencies of less than 0.0001</td>
<td>NO</td>
</tr>
<tr>
<td><strong>STATA</strong>&lt;br&gt;Estima Inc.</td>
<td>To compute the statistic it deletes the zero expected values. To use the frequency tables (tabi, tab2, tabulate), it demands integer values, because it requires counts (absolute frequency), not relative frequencies.</td>
<td>NO</td>
</tr>
<tr>
<td><strong>Statistica</strong>&lt;br&gt;Dell Inc.</td>
<td>It reports a problem if the total sum of observed values does not coincide with that of the expected values, but it does not warn about the problem of the violation of the minimum size requirement.</td>
<td>NO</td>
</tr>
<tr>
<td><strong>Stochastic Simulation in Java. SSJ 3.2.0</strong>&lt;br&gt;L’Ecuyer et al., University of Montreal</td>
<td>It conducts Pearson’s goodness of fit test with the possibility of regrouping the strata given a minimum size required value to be set by the user. This is done in two steps using the observed and expected values. It combines the functions OutcomeCategoriesChi2 and regroupCategories. <a href="http://umontreal-simul.github.io/ssj/docs/master/classumontreal_1_1ssj_1_1gof_1_1GofStat_1_1OutcomeCategoriesChi2.html#details">http://umontreal-simul.github.io/ssj/docs/master/classumontreal_1_1ssj_1_1gof_1_1GofStat_1_1OutcomeCategoriesChi2.html#details</a></td>
<td>YES</td>
</tr>
</tbody>
</table>

11 S-Plus is has recently been integrated into the TIBCO Spotfire analytics platform with built-in data wrangling, which delivers AI-driven, visual, geo, and streaming analytics.
Table A1-1. Pearson’s goodness of fit test in the software.

<table>
<thead>
<tr>
<th>Software</th>
<th>Chi-square Test</th>
<th>Regroup and/or automatic regrouping</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViSta</td>
<td>LispStat is no longer developed, because its creator is now a member of the R core team of programmers. <a href="http://archives.math.utk.edu/software/msdos/statistics/xlisp-stat/">http://archives.math.utk.edu/software/msdos/statistics/xlisp-stat/</a> There is software based on XLisp-Stat, such as ViSta, that warns about the existence of expected frequencies lower than 6 and that the chi-square test will not be valid. <a href="http://www.uv.es/visualstats/Book/DownloadBook.htm">http://www.uv.es/visualstats/Book/DownloadBook.htm</a></td>
<td>NO</td>
</tr>
<tr>
<td>Forrest W. Young</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XLISP-STAT</td>
<td></td>
<td>NO</td>
</tr>
<tr>
<td>Luke Tierney</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XLISP version</td>
<td></td>
<td></td>
</tr>
<tr>
<td>David Betz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XLStatistics</td>
<td>Add-in in Excel for statistical analysis. It works with the functions given in Excel, so it has the same problems: it does not warn about the violation of the minimum size requirement and it does not allow for zero expected values. <a href="http://www.deakin.edu.au/~rodneyc/xlstatistics">www.deakin.edu.au/~rodneyc/xlstatistics</a></td>
<td>NO</td>
</tr>
<tr>
<td>Rodney Carr</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Appendix 2: VBA in Excel\textsuperscript{12} and Mathematica\textsuperscript{13}. Codes\textsuperscript{14}.

Table A2-1. VBA in Excel code. Chi-square statistic with regrouped strata.
Table A2-2. Mathematica code. Chi-square statistic with regrouped strata.
Table A2-3. VBA in Excel code. Number of regrouped strata.
Table A2-4. VBA in Excel code. Observed and expected values.
Table A2-5. Mathematica code. Number of regrouped strata.
Table A2-6. Mathematica code. P-value.
Table A2-7. Mathematica code. Summary of Chi-square Test results.

Appendix 3: Case 3. Selection of the largest sub-sample that verifies the $\chi^2$ goodness of fit test: Mathematical procedure.

\[
\max_{n^\text{SUB}} \left\{ n^\text{SUB} = \sum_{i=1}^{k} n^\text{SUB}_i \right\} \quad [2.]
\]

subject to:

\[
\chi^2(n^\text{SUB}_1, \ldots, n^\text{SUB}_k) = \sum_{j=1}^{\text{catreg}} \left( \frac{n^\text{SUB}_j - n^\text{exp}_j}{n^\text{exp}_j} \right)^2 \leq \chi^2(a, r) \quad [3.]
\]

\[
n^\text{exp}_i = \frac{N_i}{N}, n^\text{SUB} = \frac{N}{N} \sum_{i=1}^{k} n^\text{SUB}_i \quad [4.]
\]

\[
0 \leq n^\text{SUB}_i \leq N_i \quad [5.]
\]

\[
0 \leq n^\text{SUB}_i \leq n^\text{RS}_i \quad [6.]
\]

\[
n^\text{SUB}_i \in \mathbb{Z}; \forall i = 1, 2, \ldots, k \quad [7.]
\]

with

\( n^\text{SUB} \): Subsample size.

\( n^\text{SUB}_i \): Size of category \( i \) from the subsample (observed values).

\( k \): Number of strata on the variable of interest from which the stratification is made.

\( \chi^2(n^\text{SUB}_1, \ldots, n^\text{SUB}_k) \): Chi-square goodness of fit test statistic. Its value depends on the size of the regrouped strata.

\textsuperscript{12} Microsoft Visual Basic for Applications 7.1. © Microsoft Corporation 2012.
\textsuperscript{13} Wolfram Mathematica 11.0.0.0. Microsoft Windows (64-bit).
\textsuperscript{14} Codes are available upon request to the authors.
Expected value size of category \( i \) from the subsample. It depends on the relative frequency of the population and the size of the subsample.

Critical value from the chi-square distribution with \( r \) degrees of freedom and a given statistical significance level \( \alpha \) fixed at 5%.

Size of stratum \( i \) from male pensioners classified as permanently disabled, given by INSS (2014).

Expected size of the regrouped category \( j \) from the sub-sample. It depends on the relative frequency from the population and from the size of the subsample.

Proposed observed size for the regrouped stratum \( j \) from the subsample.

Total number of male pensioners classified as permanently disabled in the population of pensioners given by INSS (2014).

Number of regrouped strata.

Degrees of freedom for the test, equal to the number of regrouped strata minus 1, given that in this case there are no parameters to be estimated because the population distribution is known.

Size of category \( i \) from the post-stratification of the CSWL (Random Sample).

Set of integer numbers.

Constraint [3.] is intended to achieve a better fit of the extracted subsample than the original (CSWL), given that it provides a value for the goodness of fit statistic that does not reject the null hypothesis. Using the functions shown in Appendix 2 the statistic and the degrees of freedom are calculated from the values of the automatically regrouped categories.

Constraint [4.] establishes that the regrouped expected value of each category or stratum, in each iteration, automatically adapts to the new size that the subsample can take.

Constraint [5.] is set to prevent the outliers found in the CSWL. Given the procedure for obtaining the CSWL, and given that it comes from administrative records, the processing date of the CSWL is later than the one on which the Spanish Social Security Institute drew up its statistics (INSS (2014)). Therefore, there might be strata in the CSWL with pensioners who do not belong to the population because their benefits have been awarded retroactively. This constraint can be ignored if the sample is really contained in the population.

Constraint [6.] implies that the subsample must be contained in the CSWL and [7.] requires that the number of pensioners to be included in each stratum of the subsample be a natural number (non-negative integer).