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Abstract

1. Research into global change ecology is motivated by the need to understand the role of humans in changing biotic systems. Mechanistic understanding of ecological responses requires the separation of different climatic parameters and processes that often operate on diverse spatiotemporal scales. Yet most environmental studies do not distinguish the effects of internal climate variability from those caused by external, natural (e.g. volcanic, solar, orbital) or anthropogenic (e.g. greenhouse gases, ozone, aerosols, land-use) forcing factors.

2. We suggest extending the climatological concept of ‘Detection and Attribution’ (DA) to unravel abiotic drivers of ecological dynamics in the Anthropocene. We therefore apply DA to quantify the relative roles of natural versus industrial temperature change on elevational shifts in the outbreak epicentres of the larch budmoth (LBM; Zeiraphera diniana or griseana Gn.); the classic example of a cyclic forest defoliating insect.

3. Our case study shows that anthropogenic warming shifts the epicentre of travelling LBM waves upward, which disrupts the intensity of population outbreaks that occurred regularly over the past millennium in the European Alps. Our findings demonstrate the ability of DA to detect ecological responses beyond internal system variability, to attribute them to specific external climate forcing factors and to identify climate-induced ecological tipping points.

4. In order to implement the climatological concept of ‘Detection and Attribution’ successfully into modern global change ecology, future studies should combine high-resolution paleoenvironmental reconstructions and state-of-the-art climate model simulations to inform inference-based ecosystem models.
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1 | INTRODUCTION

Natural climate variation plays a primary role in shaping the Earth's biotic composition through a multitude of ecological pathways (Cramer et al., 2014). Recent climate change adds anthropogenic forcing to existing natural variability (Masson-Delmotte et al., 2013). To characterize the role of different external forcing factors, climate (and climate change) scientists may use a method called 'Detection and Attribution' (DA; Barnett et al., 1999; Bindoff et al., 2013; Cramer et al., 2014; Hasselmann, 1993; Hegerl et al., 1997, 2010; Hegerl, Crowley, Hyde, & Frame, 2006; Knutson et al., 2017; Knutson, 2017; Rosenzweig & Neofotis, 2013; Schurer et al., 2019; Stone et al., 2013). Detection is defined as the process of demonstrating that climate, or a system affected by climate, has changed in some defined statistical sense without providing a reason for that change. An identified change is detected in observations if its likelihood of occurrence by chance due to internal variability alone is determined to be small, for example, <10% (Hegerl et al., 2010), without necessarily being ascribed to a causal factor. In contrast, attribution is defined as the process of evaluating the relative contribution of multiple causal factors to a change or event with an assignment of statistical confidence. Casual factors usually refer to influences external to the system, which may be of anthropogenic (greenhouse gases, ozone, aerosols, land-use) and/or natural (volcanic eruptions, solar variability, orbital changes) origin (Hegerl et al., 2010). An attributable change refers to a change in which the relative contribution of causal factors has been evaluated along with an assignment of statistical confidence (Bindoff et al., 2013; Hegerl et al., 2010).

Barnett, Pierce, and Schnur (2001), for instance, applied DA to ascribe a significant large-scale warming of the world's oceans over the last five decades to anthropogenic forcing. Similarly, spatial variation in global precipitation patterns during the 20th century (Bindoff et al., 2013; Zhang et al., 2007), and increases in European summer surface temperatures during the same period of time (Christidis et al., 2012; Hegerl et al., 2011), have been associated with a component of man-made climate change through DA analysis. We refer to Rosenzweig and Neofotis (2013) and Cramer et al. (2014) for deeper insights into the DA of anthropogenic climate change impacts. On longer, pre-industrial time-scales, DA has been applied to palaeoclimatic data in order to isolate internal climate variability from external climate forcing (Bindoff et al., 2013; Duan et al., 2019; Hegerl et al., 2007, 2011; Hegerl & Zwiers, 2011; Lean & Rind, 2008; Schurer et al., 2019; Schurer, Hegerl, Mann, Tett, & Phipps, 2013; Schurer, Tett, & Hegerl, 2014; Wang et al., 2017, 2018), and for improving climate model projections to better estimate the future climate sensitivity to different natural (e.g. solar activity, volcanic eruptions, orbital changes) and anthropogenic (e.g. greenhouse gases, ozone and aerosol emissions, land-use changes) forcing agents (Bindoff et al., 2013; Hegerl, Karl, et al., 2006; Knutson et al., 2017; Lehner, Schurer, Hegerl, Deser, & Frölicher, 2016). The existing literature on DA illustrates its importance for a rigorous comparison of the observed, reconstructed and simulated spatial and temporal distributions of different climatic parameters to gain a mechanistic understanding of the processes involved in shaping our environment. However, the (palaeo)climatic concept of DA has not yet been extended to global change ecology in the Anthropocene.

Here we briefly evaluate some of the major developments in DA during recent years, and propose its conceptual expansion to unravel the relative importance of anthropogenic versus natural climate change for the functioning of ecological systems. For this purpose, we present a case of the larch budmoth (LBM; Zeiraphera diniana or griseana Gn.), a classic example of regular population cycles over the last millennium. Our example demonstrates the ability of DA to quantify the external impact of anthropogenic and natural climate change on the disruption of regular outbreaks of a forest defoliating insect in the European Alps. We consider our study to be particularly relevant for the emerging field of global change ecology, because the ability to link climatic drivers to biotic responses that deviate from the expected internal system variation is a key to assessing how anthropogenic impacts will affect the productivity and sustainability of a wide range of ecosystems in a warmer future.

2 | MATERIALS AND METHODS

2.1 | Principles of extending DA to ecology

The ecological effects of anthropogenic climate change are evident across multiple levels in biotic systems, from the performance of biomes down to organismal responses. At the level of population organization, for example, climate-related extinctions and range shifts are well documented in marine and terrestrial environments (Burrows et al., 2011). Biological responses include physiological reactions, which have been studied in both laboratory and field experiments (Feder, 2010). Phenological shifts, for instance, have been detected by comparing modern to historical life-history data (Büntgen, Kauserud, & Egli, 2012; Cramer et al., 2014; Henne et al., 2018). Meta-analyses may further provide insights into general patterns of biotic responses through the main drivers of global environmental change, including atmospheric CO₂ enrichment, nitrogen deposition, climate, species invasions and land-use/land-cover changes (Tylianakis, Didham, Bascompte, & Wardle, 2008). Although there are many recent examples of what has been introduced as ‘Associative Pattern Attribution’ (Rosenzweig & Neofotis, 2013) for both terrestrial and marine
systems (Chen, Hill, Ohlemüller, Roy, & Thomas, 2011; Esquivel-Muelbert et al., 2018; Fadrique et al., 2018; Poloczanska et al., 2013; Scheffers et al., 2016; Steinbauer et al., 2018), critically linking climatological and ecological changes on a system-by-system basis, and attributing them to specific external climate forcing factors, remains challenging. Extending the (palaeo)climatically concept of DA to ecology is hampered by numerous, often intertwined and nonlinear, system-inherent ecological pathways, factors, processes and feedbacks (i.e. the amplitude of ecological variation independent of climate), as well as the interplay of anthropogenic and natural forcing agents (Parmesan, Duarte, Poloczanska, Richardson, & Singer, 2011; Rosenzweig & Neofotis, 2013). Carefully designed experiments for identifying causal linkages are preferable (Rohr et al., 2011), but often impractical, if the simplicity of their settings lacks the necessary degree of real-world complexity.

In a guidance paper for Lead Authors of the fifth assessment report of the Intergovernmental Panel on Climate Change (IPCC), Hegerl et al. (2010) clarify methods, definitions and terminology of DA related to anthropogenic climate change. Moreover, the authors provide guidelines for good practices in DA studies and their data requirements, and address methods for handling confounding factors. In response to Hegerl et al. (2010) and Parmesan et al. (2011) suggest that extending DA to attribution of biotic responses is ill advised and raise relevant points regarding the difficulty of gaining insights into anthropogenic climate change effects from the response of individual ecosystem components using only DA studies. First, biological reactions are often complex and idiosyncratic, thus, there is a challenge in attributing ecological behaviour to external causes mechanistically. Second, the small sampling sizes of the available ecological datasets make it difficult to detect putative linkages between biotic responses and abiotic drivers, with the later usually operating on much larger scales. Finally, Parmesan et al. (2011) emphasize that DA approaches from climate forcing to climate change and to biological responses, as proposed by Hegerl et al. (2010), are challenged by the fact that there is no common biological response to a single climate driver, and no simple biological metric analogous to global warming.

Excluding system-internal variation and separating ecological effects of anthropogenic climate change from those of natural climate variability would be simpler if biotic responses would be quasilinear. Climatologists could then use DA to estimate the spatial and temporal fingerprint of global warming that is attributable to anthropogenic factors. However, ecological responses are often nonlinear, and sometimes manifest in a threshold-like behaviour known as a tipping point (Burrows et al., 2011; Lenton et al., 2008; Moore, 2018; Rohr et al., 2011; Steffen et al., 2018; Williamson, Bathiany, & Lenton, 2016). Increasing attention is recently being given to the concept of tipping dynamics, which can be equally disruptive for environmental and social systems (Milkoreit et al., 2018; Otto et al., 2020). Ecological tipping points, for instance, are likely to appear when one or several compound climate factors exceed the tolerance range afforded by a species’ physiological plasticity, or if the change is too rapid to be compensated by dispersal or genetic adaptation (Breed, Ottewell, Gardner, & Lowe, 2011; Festa-Bianchet & Mysterud, 2018). Alternatively, species-specific plastic responses could act at the level of the physical environment. Changes in ice cover that result from positive feedback loops have been demonstrated to affect the distributional patterns of Arctic char Salvelinus alpinus L. across Norwegian lakes (Helland, Finstad, Forseth, Hesthagen, & Ugedal, 2011). Moreover, changes in solar radiation, volcanic eruptions and greenhouse gases have caused global warming or cooling in the past. This is the case of natural forcing competing with anthropogenic forcing during the first half of the 20th century (Hegerl, Brönnimann, Schurer, & Cowan, 2018), and being surpassed by it after the 1950s, so that more than half of the temperature change since then can be attributed to human activities (Masson-Delmotte et al., 2013). Anthropogenic forcing, however, consists not only of the radiative effects of greenhouse gases, such as CO₂, CH₄ and N₂O, but also ozone concentrations and aerosols, as well as land-use changes. While all these forcing agents have some global impact, they may exhibit significantly differentiated regional patterns (Cramer et al., 2014). Evidence for spatial heterogeneity in the environmental consequences of climate change is especially strong when considering factors other than temperature. For instance, shifts in the hydrological cycle and associated changes in precipitation and evaporation regimes have implications on salinity and drought patterns, and thus marine and terrestrial habitats (Greve et al., 2014; Hegerl et al., 2015; Kumar et al., 2016; Zhang et al., 2007).

These examples highlight the importance of a mechanistic approach to attribute biotic responses to specific abiotic factors and processes of naturally induced climate variability, with superimposed anthropogenic influences being particularly critical to whether or not the threshold is reached. Coupling of ecological and climatological data, and consideration of the corresponding, cross-disciplinary expertise will afford a more comprehensive understanding of the influences of anthropogenic climate change on externally driven ecosystem behaviour, and provide a framework for quantifying causes and consequences of past, present and future environmental change.

### 2.2 Requirements for extending DA to ecology

Linking man-made climate variations to biotic responses with confidence requires particularly large spatiotemporal datasets. While long-term monitoring programmes (e.g. some forest insects, human diseases and game and fish harvests) are still relatively few (Andrew et al., 2017, 2019; Büntgen & Krusic, 2018; Büntgen et al., 2017), alternative datasets may be derived from annually resolved and absolutely dated tree rings, bivalve shells and corals (Büntgen, 2019), as well as other high-resolution proxy archives, including sedimentation records of pollens and micro-organisms (Bradley, 2014; Masson-Delmotte et al., 2013). For example, tree-ring chronologies that extend over hundreds and sometimes thousands of years currently exist for many regions of the extra-tropical landmasses (Esper et al., 2016; St. George, 2014). These records provide evidence of past changes in tree growth (Babst et al., 2019). Moreover, externally driven climate variations that control tree growth can be
This can be done by using a statistical downscaling model to estimate the effect of climate variables on ecological changes using previously calibrated relationships with independent data (Marini et al., 2017). An alternative to continuous long-term monitoring is replicating a historical research project many years after and comparing results (Buckley, Nuño, Kirk, & Kingsolver, 2015). A combination of very long meteorological and ecological observations (i.e. measurements) together with museum and herbarium collections (i.e. proxies) may also provide valuable evidence for global change biology and ecology throughout all seasons (Büntgen et al., 2012; Büntgen & Krusic, 2018).

Studies of ecological responses along environmental gradients have proven useful in understanding anthropogenic effects on biotic systems (Henne et al., 2018). Specifically, when sufficiently long records are lacking, spatially extensive data may provide additional degrees of freedom, thus acting as a surrogate for time. The potentials and limitations of space-for-time substitution studies relevant to climate change research (Johnson & Miyanishi, 2008), however, often remain debatable (Fukami & Wardle, 2005), because of incomplete knowledge of land-use/land-cover histories. Responses to anthropogenic climate change may also be slower than space-for-time substitutions would predict, owing to ecological time lags, dispersal limitations and/or adaptation rates (Fukami & Wardle, 2005). These caveats notwithstanding, space-for-time substitutions can provide promising data for a DA approach to link anthropogenic climate change to biotic dynamics. The increased availability and quality of satellite imagery and remote sensing in ecology, for instance, offer new data sources for space-for-time studies (Davies & Asner, 2014; Kays, Crofoot, Jetz, & Wikelski, 2015; Peura et al., 2016; Vierling, Vierling, Gould, Martinuzzi, & Clawges, 2008).

Inference-based simulation modelling is a powerful method for attributing variability to multiple external drivers in nonlinear systems (Ionides, Breto, & King, 2006; Wassmann & Lenton, 2012; Williamson et al., 2016). Models for DA of biotic responses will preferably contain two sequential responses: (a) climatic responses to external drivers and (b) ecological responses to external drivers and/or resulting climatic fluctuations. The first step is to use a classic DA analysis, where climatologists quantify covariance between climate fluctuations and multiple external forcing agents to attribute variance to the different drivers (Christidis et al., 2012; Hegerl et al., 2010). This method can be used to simulate climate variables under different potential forcing scenarios that are relevant for the functioning and productivity of ecological systems (Cramer et al., 2014). In parallel, environmental time series and other context type information of biotic systems can be used to build ecological response models, which are standard impact-oriented models (Johnson et al., 2010). This can be done by using a statistical downscaling model to estimate the effect of climate variables on ecological changes using previously calibrated relationships with independent data (Marini et al., 2017).

Alternatively, climate effects can be quantified using a forward model that physically describes the processes through which climate influences the ecological variables (Anchukaitis et al., 2006; Johnson et al., 2010; Sanchez-Salgues et al., 2017; Shishov et al., 2016). By incorporating nonlinear relationships, both methods allow for estimating uncertainties by changing either parameters in the climate-ecological model or the climate information that feeds directly into the ecological model. Both approaches can also incorporate the evaluation of climate response signatures in the context of past and/or future climate change. A control run produced with constant pre-industrial forcing specifications (piControl; Taylor, Stouffer, & Meehl, 2012) can represent internal climate variability as a reference for non-perturbed climate conditions. If the aim is to consider the relative effects of natural versus anthropogenic forcing within the historical period or the last millennium, groups of natural-only or anthropogenic-only forcing responses can be considered to compare with the evolution of the climate variables during a certain period of time (Duan et al., 2019; Hegerl et al., 2010, 2011; Masson-Delmotte et al., 2013; Melo-Aguilar, González-Rouco, García-Bustamante, Navarro-Montesinos, & Steinert, 2018; Schurer et al., 2013, 2014, 2019; Wang et al., 2018); ensembles of simulations incorporating all possible forcing agents or specific simulations addressing a single forcing are also typically considered (Otto-Bliesner et al., 2016). Alternatively, if observations have to be compared for consistency against potential future climate change states, different scenarios of future forcing changes (Taylor et al., 2012) can be considered. Using outputs from different simulations with different models under several forcing scenarios and starting from different initial conditions, allows for quantification of uncertainties related to different forcing pathways, model physics and internal variability in the Earth's climate system. The ecological response can be quantified from such simulations using results from downscaling or forward modelling compared to empirical ecological data to identify which climate forcing group or scenario best fits the observed patterns.

### 2.3 The larch budmoth system

The LBM (Z. diniana or griseana Gn.) is a native forest pest of subalpine larch forests that has historically caused forest defoliation predominantly between around 500 and 2,000 m elevation in the European Alps (Baltensweiler & Rubli, 1999). LBM population densities have fluctuated between ~1 and 20,000 larvae per host tree (*Larix decidua* Mill.) on an 8- to 9-year cycle (Büntgen et al., 2009; Esper, Büntgen, Frank, Nievergelt, & Liebhold, 2007; Saulnier et al., 2017), resulting in periodic defoliation of large tracts of forest at peak densities (Turchin et al., 2003). The LBM outbreak events have been shown to decrease biomass accumulation of the host forests (Peters, Kless, Fonti, & Frank, 2017). LBM defoliation events can be detected in the annual rings of their larch host trees (Büntgen, Liebhold, et al., 2020; Rolland, Baltensweiler, & Petitcolas, 2001), providing a window into past LBM outbreak patterns. Two important patterns have been revealed in the analysis of LBM outbreaks in the Alps. Firstly, the persistence of regular LBM outbreak cycles over, at least, the past 1,200 years in the Lötschental valley of the western Swiss Alps (Esper et al., 2007).
Secondly, a weakening of the intensity of regular outbreaks from the early 1980s onwards (Baltensweiler, 1993), which corresponds with a European-wide temperature increase (Büntgen et al., 2011; Büntgen, Liebhold, et al., 2020). The ecophysiological mechanism(s) of LBM population dynamics are, however, still not fully resolved. An Alpine-wide network of 65 larch chronologies further suggests changes in winter temperature over the last 200 years caused elevational outbreak shifts and LBM cycle destabilization in the late 20th century. Johnson et al. (2010) used a population model to show that that winter warming over the 20th century may have caused upward elevational range shifts in LBM outbreaks. The upward shift to near or above the upper tree line ecotone in the European Alps (Moser et al., 2010) would reduce resources available to the moth and suppress population peak densities (Battipaglia et al., 2014; Büntgen, Liebhold, et al., 2020; Hartl-Meier et al., 2017; Konter et al., 2015).

Here we use the LBM system as an ecological case study to introduce a method for assessing the possible attribution of anthropogenic climate change, as opposed to natural climate variability, to the upward elevational shift and reduction in peak densities of LBM population cycles (Figure 1). Our example from the Swiss Alps is particularly timely since it provided a millennium-long context for the substantial recent winter warming that shifts late-20th century LBM outbreak epicentres upward in elevation to near or above the upper tree line ecotone where resource availability to the moth is reduced.

2.4 From ‘Detection’ to ‘Attribution’

To extend the above study beyond ‘Detection’ to ‘Attribution’, we assess the elevational dynamics of LBM outbreaks on simulated Alpine winter temperature fluctuations from ‘The Community Earth System Model-Last Millennium Ensemble’ (CESM-LME; Otto-Bliesner et al., 2016). Using ~2°C resolution in the atmosphere and land components, CESM-LME expands on the CMIP5 and earlier LM model simulations by providing the largest ensemble of last millennium simulations with a single model to date. The CESM-LME uses the CMIP5 climate forcing reconstructions (Schmidt et al., 2011) and contains both ‘full forcing’ simulations containing all last millennium forcing agents, as well as ensembles of simulations with each forcing individually (greenhouse gases, ozone and aerosols, land-use, volcanic eruptions, solar variability, orbital changes). In using the most recent version of the comprehensive CESM (Hurrell et al., 2013), the herein employed state-of-the-art multi-model climate ensemble approach adds understanding into the role of internal variability versus

**FIGURE 1** South-exposed slope of the Lötschental (c. 46°29′N and 8°17′E), the largest northern side valley of the Rhone valley in the western Swiss Alps (Büntgen, Frank, Nievergelt, & Esper, 2006), where cyclic population outbreaks of the larch budmoth (LBM; *Zeiraphera diniana* or *griseana* Gn.) defoliate the subalpine larch forest every 8–9 years (Esper et al., 2007), and leave distinct growth depressions in the host’s tree rings (inset circle; Büntgen et al., 2009). Anthropogenic winter warming causes substantial upward elevational range shifts in LBM outbreak epicentres that suppress the insect’s population peak density below a certain detection threshold (upper sketch line). No such effects occur under stable temperatures without greenhouse gas or other external forcing, because the LBM system is best known for its persistent regular behaviour (lower sketch line).
external forcing in generating climate variations over the last 12 centuries (Otto-Bliesner et al., 2016). Annual winter temperatures of the monthly means from December to February and averaged from 12 grid points over the Alpine arc (6–16°E and 44–48°N) were extracted from control and forced model runs. With the exception of combined ozone and aerosol simulations (1851/52–2004/5 CE), all other model output reaches back to the winter 851/52 CE. The climate simulations were coupled with a spatial model of LBM population dynamics (Johnson et al., 2010), in which population growth rates were a function of winter temperatures.

The effects of anthropogenic climatic forcing on LBM population dynamics were explored by a discrete time tri-trophic model where the insect’s pre-dispersal population dynamics are coupled with parasitoid dispersal using exponential dispersal kernels. This model was spatially extended by linking multiple populations with moth and parasitoid movement. The effects of different climatic forcing agents on the elevation of epicentre and magnitude of cycles are explored by simulating LBM population dynamics under each scenario. In each simulation, LBM population dynamics are coupled with winter temperature anomalies from the respective forcing scenario. Epicentre elevations are estimated from the simulated LBM population dynamics using wavelet and phase angle analysis (Johnson et al., 2004, 2010). Model performance is assessed by comparing the likelihoods that empirical phase angle-elevation relationships (Johnson et al., 2010) would be produced by the population model under each of the various climate forcing scenarios. All analyses are performed in Matlab R2012b (see Johnson et al., 2004, 2010 for methodological details). Supplementary to the above, we refer to Otto-Bliesner et al. (2016) and Johnson et al. (2004, 2010) for gaining further insights into ‘The Community Earth System Model-Last Millennium Ensemble’ (CESM-LME) modelling project and the ecological LBM model respectively.

3 | RESULTS

In this study, we use the relationship between growth rate and elevation estimated by Johnson et al. (2010), and link the temperature component of the population model to the simulated temperature anomalies. From the simulations, we calculate epicentre elevations using wavelet phase analysis (Grenfell, Bjørnstad, & Kappey, 2001). Phase angle values range from −180° to 180°. As a population cycles from a trough to a peak, the phase angle increases from −180° to 0°. As a population cycles from a peak to a trough, the phase angle continues to increase from 0° to 180° (Johnson et al., 2004). In this study, the elevation with the largest phase angle is identified as the location of the travelling wave epicentre. The magnitudes of LBM population cycles are estimated by identifying the maximum population density over 10-year intervals, which approximates the typical 8– to 9-year length of LBM cycles (Turchin et al., 2003). The population dynamics are simulated across a potential elevational range from 400 to 2,200 m asl. The one-dimensional gradient is separated into 181 locations at 10-m intervals. Dispersal across elevation is modelled with isotropic movement. The effects of different climatic forcing agents on the elevation of epicentre and magnitude of cycles are explored by simulating LBM population dynamics under each scenario. In each simulation, LBM population dynamics are coupled with winter temperature anomalies from the respective forcing scenario. Epicentre elevations are estimated from the simulated LBM population dynamics using wavelet and phase angle analysis (Johnson et al., 2004, 2010). Model performance is assessed by comparing the likelihoods that empirical phase angle-elevation relationships (Johnson et al., 2010) would be produced by the population model under each of the various climate forcing scenarios. All analyses are performed in Matlab R2012b (see Johnson et al., 2004, 2010 for methodological details). Supplementary to the above, we refer to Otto-Bliesner et al. (2016) and Johnson et al. (2004, 2010) for gaining further insights into ‘The Community Earth System Model-Last Millennium Ensemble’ (CESM-LME) modelling project and the ecological LBM model respectively.
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FIGURE 3  Single forcing simulations of Alpine winter temperatures (blue lines are 30-year splines; left). Elevational changes in larch budmoth (LBM) outbreak epicentres under different climate simulations (mean ± 1 SD; middle), and corresponding LBM population densities at cycle peaks (mean ± 1 SD; right). Outbreak density peaks for single forcing simulations (green, red) are overlaid on control simulations (black). Ozone and aerosol runs are reliable after 1850 CE
forcing simulations (Figure 2) with the single forcing sub-ensembles (Figure 3) suggests that the increase in greenhouse gases is the primary driver of the 20th century elevation increase in the full forcing scenario (Figures 2 and 3). In contrast, aerosol forcing, volcanic activity and orbital changes would contribute to a clear decline in 20th century temperatures, and thus to a less pronounced winter temperature increase in the 20th century. Solar forcing causes a small 20th century temperature increase, and land-use changes trigger a multi-centennial cooling that ends in a lack of agreement during the 20th century with one (two) simulation rendering temperature increase (decrease).

The results of the simulations with all climate forcing factors and those with greenhouse gas forcing simulate an increase in the epicentre elevation from the year 1860–2000 CE (Figures 2 and 3), which is qualitatively consistent with empirical observations of LBM population dynamics in the European Alps over the last 150 years (Johnson et al., 2010). Model fit analyses suggest that the simulations with all forcing factors have strong support over the other single forcing experiments, which had a log-likelihood from 16.9 to 55.3 (Table 1). The control run with no forcing ranked seventh out of the eight models with a log-likelihood of 33.0, thus indicating the importance of external forcing factors for ecological system behaviour.

By assuming stability of the ecological system and by coupling the LBM tri-trophic model with the winter temperature anomalies, we are able to explain changes in elevational LBM outbreak dynamics in relationship to internal variability and external climate forcing. Epicentre elevations generated by the control simulation are provided in Table 2. Epicentre elevations simulated by the experiments with external forcing are overlaid on those generated from the control run for comparison (Figure 2). The simulations with all forcing factors and with greenhouse gas forcing only produce outbreak epicentre increases of 59 and 148 m, respectively, in the 20th century (Table 2). In contrast, the forced ensemble using ozone and aerosols simulates a decrease in the epicentre elevation by 73 m during the increase in anthropogenic aerosols (Figure 3), which contribute to dampening and delay the observed increase, as it happens with temperatures (Hegerl et al., 2010). The experiments that consider volcanic eruptions, land-use, orbital changes and solar variability had minor effects on the predicted insect outbreak epicentres of 36 m or less, which do not stand out of the long-term variability of this parameter. These results suggest that the 20th century increase in LBM outbreak epicentres can be primarily attributed to an increase in greenhouse gases, and also the aerosol forcing translates into a lower and somehow delayed increase. The LBM population peak densities in the seven external forcing scenarios show no divergence from those generated by the control model with the exception of the greenhouse gas scenario (Figure 3). While a dampening of LBM population cycles under future warming was predicted by Johnson et al. (2010), this is a weak trend that is within one standard deviation of the time series. Moreover, a reduction of population cycles is not detected in the fully forced scenarios.

Our results support the hypothesis that anthropogenic warming due to greenhouse gases is the primary cause of detectable changes in spatial population dynamics of the LBM in the European Alps (Johnson et al., 2010). Specifically, in the model simulations with natural and anthropogenic forcing agents, the epicentre of travelling LBM waves shifted upward by an estimated 59 m in elevation. The effects of increasing 20th century greenhouse gases alone are estimated to be a 148 m upward elevational shift in LBM outbreak epicentre. Note that other possible effects on LBM population dynamics, such as increased nitrogen deposition rates and modified forest management strategies, are not considered. Notably, a reduction in the larch forest cover has been linked to the decline in detectable LBM outbreaks in recent years (Battipaglia et al., 2014; Hartl- Meier et al., 2017).

---

**TABLE 1** Fits of the empirical data represented in elevation-phase angle relationships from fig. 2a in Johnson et al. (2010) to simulated data from the control and seven forcing scenarios. All phase angles are normalized to mean = 0 and unit variance prior to −log likelihood estimation. A lower −log likelihood indicates a better fit. Δ log likelihood is difference between the respective model and the best fit model.

<table>
<thead>
<tr>
<th>Forcing factors</th>
<th>−Log likelihood</th>
<th>Δ log likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>All forcing</td>
<td>345.8</td>
<td>0</td>
</tr>
<tr>
<td>Ozone and aerosols</td>
<td>362.7</td>
<td>16.9</td>
</tr>
<tr>
<td>Land use</td>
<td>363.9</td>
<td>18.1</td>
</tr>
<tr>
<td>Volcanic eruptions</td>
<td>367.0</td>
<td>21.2</td>
</tr>
<tr>
<td>Greenhouse gases</td>
<td>367.9</td>
<td>22.1</td>
</tr>
<tr>
<td>Orbital changes</td>
<td>375.5</td>
<td>29.7</td>
</tr>
<tr>
<td>Control run</td>
<td>378.8</td>
<td>33.0</td>
</tr>
<tr>
<td>Solar variability</td>
<td>401.1</td>
<td>55.3</td>
</tr>
</tbody>
</table>

**TABLE 2** Model predictions for the change in larch bud moth epicentre elevation and peak population densities by comparing the average epicentre elevations and peak population densities from 1995 to 2005 CE to the historical estimates. Median (25% and 75% quantiles) change in elevation is estimated for epicentre elevation because of non-normality of the epicentre data. Mean (±SD) peak densities are percentage changes from historical estimates. Historical simulation estimates are calculated from 851 to 1850 CE.

<table>
<thead>
<tr>
<th>Forcing factors</th>
<th>Δ epicentre elevation</th>
<th>% Δ peak density ±1 SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control run</td>
<td>−72 [−111, −29] m</td>
<td>2 [−26 17]%</td>
</tr>
<tr>
<td>All forcing</td>
<td>59 [16, 105] m</td>
<td>0 [−26 14]%</td>
</tr>
<tr>
<td>Greenhouse gas</td>
<td>148 [104, 197] m</td>
<td>−9 [−34 5]%</td>
</tr>
<tr>
<td>Ozone and aerosols</td>
<td>−73 [−113, −30] m</td>
<td>6 [−34 5]%</td>
</tr>
<tr>
<td>Volcanic eruptions</td>
<td>−33 [−78, 15] m</td>
<td>2 [−24 18]%</td>
</tr>
<tr>
<td>Land use</td>
<td>12 [−30, 58] m</td>
<td>0 [−27 15]%</td>
</tr>
<tr>
<td>Orbital changes</td>
<td>7 [−35, 52] m</td>
<td>−1 [−28 14]%</td>
</tr>
<tr>
<td>Solar variability</td>
<td>36 [−9, 86] m</td>
<td>3 [−26 17]%</td>
</tr>
</tbody>
</table>


4 | DISCUSSION

The routine implementation of DA into ecological research depends on the ability to unravel the causes and consequences of recent biotic changes. Introducing ongoing ecological changes against the backdrop of natural and anthropogenic climate change and tracking historical analogues, however, requires large spatially and temporally resolved data, as well as an understanding of internal ecological variability that may or may not occur independent of climate or any other external forcing. Improved monitoring efforts and high spatiotemporally resolved proxy archives are required for assessing the effects of both, extreme climatic events and long-term trends in climatic means, on tipping points and collapses in biological and ecological, as well as social systems. Moreover, anthropogenic emissions can cause dangerous tipping points in the Earth’s climate system itself. In addition, climate model outputs need to distinguish anthropogenic from natural external forcing, and those from internal climate variability. Interdisciplinary science is overcoming the methodological and technological barriers to detect and separate external climatic drivers of ecological responses only if internal system variability is known. This is becoming possible by the ability of high-resolution climate proxy reconstructions and state-of-the-art climate model simulations to place modern environmental conditions in a long-term context. Moreover, new Earth System Models become available that integrate the interactions of atmosphere, ocean, land, ice and biosphere to estimate the state of regional and global climate under a wide variety of conditions. Earth System Models open the possibility to have the following: progressively higher spatial resolution; an increased number of processes and the level of physical complexity, which allows for the inclusion of more complex model components, dynamical vegetation modules or biogeochemical cycles; and ensembles of simulations of future and past forcing scenarios instead of single model experiments. Longer and higher resolved simulations can now be created in shorter time spans, and together with proxy archives this will facilitate a better understanding of the relative effects of human action on biotic systems, and thus provide insight for management strategies. We therefore suggest an application of DA at the interface of ecology and climatology that considers complex processes and interacting effects within and between the Earth’s biotic and climatic systems.

Existing barriers to identification of causal linkages between climatology and ecology can be overcome through interdisciplinary collaboration and the use of inference-based model analysis. Moreover, organismal and population ecologists can learn from current ecosystem-level climate change research. Ecosystem responses are related to climatic changes by either experimental manipulation of environmental variables or rigorous evaluation of covariance in climatic and ecological datasets. Most experiments involve laboratory-based manipulations of environmental factors such as temperature and CO₂, and measured organismal responses. However, some large-scale experiments in real world environments have been successful. For example, the Free Air Carbon Enrichment project takes the experimental approach to understand ecosystem responses to climate fluctuations in a forest environment, but also to linking ecosystem processes to patterns at the community, population and organismal levels (Andresen et al., 2018; Mohan et al., 2006; Obermeier, Lehner, Ivanov, Luterbacher, & Bendix, 2018; Obermeier et al., 2017; Yuan et al., 2018). These experimental approaches to global change biology allow identification of underlying mechanistic relationships that impact ecological systems, but generally lack the ability to attribute responses to particular climatic drivers. Projects that analyse the relationship between microclimatic fluctuations and ecological reactions, such as FLUXNET, a global network of more than 500 micrometeorological tower sites across five continents that use eddy covariance methods to measure the exchanges of carbon dioxide, water vapour and energy between terrestrial ecosystems and the atmosphere (Wolf, Field, & Berry, 2011), may also be appropriate for extending DA to ecology.

Collaborations in an interdisciplinary research arena should include key components from the interacting intellectual and methodological silos to test strong inferences with rigorous model validation. DA may also be opportune at the forefront of other research fields, such as climate change and disease investigation (Lafferty, 2009; Rohr et al., 2011). Estimation of the phylogenetic diversity of species and their reductions in body size under future climate change (Gardner, Peters, Kearney, Joseph, & Heinsohn, 2011; Thullier et al., 2011) may also benefit from DA. Historical and epidemiological signs of relationships between hydroclimatic swings and plague outbreaks in medieval Europe (Büntgen et al., 2011; Ljungqvist et al., 2018; Schmid et al., 2015), long before we started altering the Earth’s atmospheric composition substantially, is one of numerous palaeoclimatic challenges that would benefit from broadening DA to investigate the impacts of natural external forcing factors. Even more exciting could be a linkage between the evolution of ancient societies and environmental variations as far back as the Neolithic Revolution ~7,500 years ago when Europe’s climate became warmer (Tegel, Hakelberg, Elbrug, Stäuble, & Büntgen, 2012).

5 | CONCLUSIONS

After reviewing recent developments in DA research, we use the LBM system as an example to expand the climatological concept of DA to global change ecology. We show that anthropogenic warming shifts the epicentre of travelling LBM waves upward, and thus disrupts the intensity of cyclic population outbreaks that persisted over the past 1,000 years in the European Alps. This finding describes the ability to detect ecological responses beyond internal system variability, to attribute them to a specific climate forcing factors, and to identify ecological tipping points in a warming world.

Moreover, our LBM case study emphasizes four key points associated with the conceptual extension of DA to both, theoretical and
applied, biological and ecological research: (a) Ensembles of climate simulations with a separation of forcing factors provide a new and powerful tool to better understand the role of humans in shaping environmental systems; (b) ecological studies are now able to better separate the effects of natural from anthropogenic climate change; (c) climate reconstructions and model simulations shall routinely inform inference-based ecological modelling to identify the causal effects of different climatic drivers; and (d) improved understanding of global change ecology will ultimately better guide ecosystem management and environmental policy at local to global scales.
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